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VARIATIONAL PRINCIPLES IN BIOLOGY 
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" C o n el U 6 l o n �6 n o n 6 0 l um a d  m � dlelnam , v e�um a d  
6 a e�am t h � o l o g la n  ap pll e a�l v al �nt m uta n d o  lllum 
t �Jt m l n um m d v ��l v �l m o tu6 I n  all q u �m l6 to �um 
t �� m l n o �um , 6 elll e �t ,  6 � b�l6 v �l m ��ltum v �l m �� ��l . 

- T h e6 � e o n e l u 6 l o n6 e a n  b e  a p pll � d  n o t  o nl �  to m � d l e l n � ,  b ut al6 0 
to d l v l n e  T h �o l o g � ; all W �  ha v �  to do l6 t o  e h ang � t h �  t ��m6 to 
mo v �  t o  b e e o m e  6 � v e�l6 h o �  t o  m ��lt . . .  " 

J u a n  d �  C �la �a ( 1 4 9 0 - 1 5 5 8 ) , T ��tlu6 Ll b �� P h �6 l e o � um 6 0 l . 8 8 .  

" E X p 0 6 ltlo I n  o eto ll b � 0 6  p h �6 l e o � um A�l6 t o t �ll6 e u m  q U �6 tl o n6 
�lu6 d em "  

- C �la �a t ho u g ht t hat m a t h ematl e6 6 ho ul d  b �  a p p l l � d  to , 
m ed l e l n � ,  t h e o lo g �. ete . 

Afred J. Lotka in his landmark book "Elements of Physical Biology - 1924" conceived the 
changes in Biology in terms of redistribution in time of the biomass . He introduced a 
descriptive quantitative modality in the form of a system of differential equations ; known 
today as Lotka - Vol terra system of differential equations. A careful analysis of inter 

group and intra-group evolution was described in chapters IV and V. Lotka' s equations 

can be written as 
dx '  rt = Fi(XI, . . .  ,xn,P 1, . . .  ,Pn,Q 1, . . . ,Qn )  

Xi(t ) are the biomass 'at time t ,  the P 's are constants describing the inter group action, 

and the Q 's describe the intra-group actions. The Xi could be thought of being the 

biomass of species interacting with one another. If Xi stands for the population of species 
dx ' Si, at' stands for the rate at which Xi is changing. 
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Constraints: 

Suppose that species Sh" . ,Sn evolve within an habitat imposing the over all constraint 

Xt + X2 + . . .  + Xn =  Constant 

or more generally 

�(Xh · · · ,Xn) = ", 

If � is a C1 function within the domain of variation of the (Xh . . .  ,Xn), then, � must 

necessarily be a first integral of the system 
dx· atl = Fi(Xh · · · ,Xn ,P ,Q)  (Ll) 

or equivalently � satisfies 
n 

l Fi �t . = 0 
1 

The above equation imposes a quantitative modality to �.  

Equilibria: 

As it is very well known, the permanency of the system ( 1 . 1 )  can be discussed in terms of 

its equilibrium points .  In other words , in terms of the mathematical stability of ( 1 . 1 ) .  This 

analysis is formalized by looking at the points Xi = Ci; i = l ,  . . .  ,n for which 

F t = F2 = . . . = Fn = 0 

If the Fi'S are continuously differentiable within a neighborhood of (Ch · · · ,Cn) ,  then the 

system (Ll) can be linearized and the point (Ch  . . .  ,Cn) can be classified according to the 

nature of the eigenvalues of the matrix 

af t aF t 
Oxt ' · · · 'Oxn 

aF2 aF 2  = { � }  
Ox t' · · · 'Oxn UA . . . . . . . . . . .  
aFn aFn 
Ox j ' · · · 'Oxn 

evaluated at Xi = Ci  ( The steady states ) 

For instance, if the real parts of the eigenvalues of { � } are all negative, then the point 

(Ch . . .  ,Cn) will be called asymptotically stable. For details see (David Sanchez [7] ) . 
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Departure from equilibrium: 
Many laws of nature are conveniently expressed in terms of a maximum ( or minimum) of 

a certain functional. For example minimum energy, minimum path, minimum time etc.The 

steady states (C !, . . .  ,Cn) can be expressed in terms of a minimum ( see Lotka [5, page 

158-159) , which in turn goes back to Pierre Duhem [2, page 460) and following ones) .  

Consider the function 

Its critical points are to be found by solving 

or equivalently from (1 . 1 )  

which is obviously satisfied when Xi C i. 

i , j  
is a quadratic form, then depending on whether it i s  positive or negative definite we will 

have a maximum or a minimum at Xi = C i . 

On the other hand, it is very important to be able to describe the restoration of equilibrium 

in variational terms. To our recollection the first attempt to do so can be found in Perelson 

et al [6) . 
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The restoration of equilibrium: 

For the sake of simplicity we are going to assume that the parameters P ,Q are one .  That is 

P = Q = u.  Furthermore we may assume that u is a function of the time t .  

That i s  u = u(t ) .  From now on, u i s  going to  be called a control . Then equation ( 1 . 1 ) 
becomes "state equations" (using control theory terminology) .  

( 1 . 2) 
The action that restores the equilibrium is represented by an additional equation, namely 

A = G (xt, . . .  ,xn) ( 1 .3 )  
* 

The restoration of the equilibrium will be reached if A reaches a value A and u 

becomes P and the variables Xi(t) becomes C i, a steady state. 

We shall assume that 

in a certain domain D.  

A change of variable reduces our system to  a new system 

* 
and we want to select u = u(t ) such that (Xl(t) ,  . . .  ,xn(t)) --+ (C t, . . .  ,Cn) as A --+ A in 

minimum time. Using the brachistochrone formulation, we have to find: 

* 
A 1/ 2 n (� i )2 T I ( ! + E ) d A  minimum = 1 

.; F � + F � + . . . +F� + G 2 
0 

* 
If we look for solutions that are perpendicular to the hyperplane A A , then 
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This in particular implies 

given the assumption made on G. 
The minimum time principle is a form of interpreting natural selection as an optimization. 

In fact this approach has been introduced in Perelson et al [ 6, page 343] . 1 1 starting from 

the assumption that natural selection is an optimization process . .  11 

An example from Immunology - Tumor Necrosis Factor (TNF) 

The tumor necrosis factor (TNF) is serum factor produced by the leukocytes that have a 

tumoricidal effect on certain neoplasms. The TNF produced by the Macrophages is called 

(TNF,a) and the one by the cytolytic lymphocytes is called (TNF,,B) . Chemically these 

factors are not identical, but have the same effect and furthermore, they act synergistically. 

For all practical purposes we shall lump them together and just call them TNF. 

For the sake of simplicity call S the population of pluripotent stem cells . 

----tI TNF 

Since (TNF,P) is only a small proportion of the total (TNF), we may assume for simplicity 

that it is produced directly by the stem cells. (here we have simplified the intermediate 

step, li the Lymphocytesll ) 

The equations look like: 

dA <IT = �S + 1M) (1) 

where A is the level of TNF. 
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� = bu(t)S - d[l - u(t )]S - Ji.sS 

dM IT = d[l - u(t )]S - /l-mM 

In the above system, the first equation represents the extra condition that should restore 
the equilibrium in a large setting - There 1 » 1 .  

* We want the process to reach the plane A = A  in minimum time. Instead of using the 

brachistochrone approach, we .shall use Pointryagin minimum principle. 

A(T) 
* 

= A 

this leads to the Hamilto1)ian 

H = >'0 + ). 1  �S + 1M) + >'2[bu - (l -u)d - Ji.s]S + >'3[d( 1 - u) - /l-mM} 

The adjoint equations are 

a H >' 1 = - 7fA 

Satisfying the boundary conditions 

>' 3(T) = O. 

a H ). 3  = - 01Jf 
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The solution of this problem leads to a bang - bang type of result , with the optimal control 

being 

u 
* 

= 
{ I  if o(t) = (b + d)A l - dA2 > 0 

o if o(t )  < 0 

See Leitmann and Stalford [ 41 . 

It should be emphasized here, that many problems in Medicine and Biologylead to the 

application of optimality principles , in particular Pontryagin's principle. 

See for example [3 , page 246 ] and following ones . 

If one wants to go back to the brachistochrone formulation ( see above) , we may cite 

Theorem 5.4.3 in [3 ,page 2491 that gives as n - 1 the number of switching for the 

optimal time control of 

x = A X  + B u  

where A has n distinct real eigenvalues. This suggests that for u the natural space 
T 

would be { Uj Y u(t) � (n - 1)1' } ,  where V denotes the variation. 

Finally, it should be pointed out that the formulation (?f the problem in terms of a classical 

variational one is simpler, however the right space for u is suggested by the Pointryagin . 

principle. A combination of the two approaches seems to be the natural method to employ 

for these particular problems. 
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