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I. INTRODUCTION. 

The purpose of this note is to present a characterization of the 
Hardy space H2 for Siegel domains of type II. For domains of 
type I, i.e., for tube domains over regular convex cones Bochner's 
theorem [1] characterizes H2: a function belongs to H2 if and 
only if the Fourier transform of its boundary'function vanishes 
outside a certain cone. For domains of type II only part of this 
result' carries over: it follows from Gindikin's representation 
theorem [2] , (5) that a certain parotiaZ Fourier transform (Le., 
one not involving all variables) of an H2 function must be ze,ro 
outside a cone attached to the domain, however, this condition is 

, not sufficient. Therefore, one has to search for additional con­
ditions which together with the one just stated will yield a suf­
ficient one. 

Among the Siegel domains of type II those which are hermitian sy~ 
metric spaces form an important subclass. Every such domain is 
holomorphically equival~nt to a bounded domain in some Cn to which 
it bears the same relation as the classical upper half-plane bears 
to the, unit disc. In a recent paper [8] W. Schmid proved that for 
the bounded realization of a hermitian symmetric space, provided 
it contains no irreducible factor of tube type, the boundary 
values of H2 functions are characterized by the fact that they sa! 
isfy the tangential Cauchy-Riemann equations on the distinguished 
boundary of the domain. This circumstance and the unit disc--half­
plane analogy naturally suggest an additional condition for the 
membership in H2, viz., that of satisfying the tangential Cauchy­
Riemann equations on the distinguished boundary. 

It will be shown here that the two conditions outlined above do 
suffice to characterize H2 of an arbitrary Siegel domain of type 
II. Moreover, it turns out that if the d-omain is hermitian sym­
metric and contains no irreducible factor of type I, then, in a­
nalogy with Schmid's result, the second condition alone is suf­
ficient. 
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The author thanks Adam Koranyi for several helpful conversations, 

and both him and E.M. Stein for access to their unpublished manu­
script (5). 

2. STATEMENT OF RESULTS. 

For all definitions and basic facts about Siegel domains of type 
II and their Hardy spaces, we refer to (2), (3), and (4). We shall 

follow the notation of (3), and make one additional definition; if 

D is a Siegel domain and B its distinguished boundary, we shall de 
note by H2(B) the closed subspace of L2 (B) which consists of the -

boundary functions of elements of H2 (D). H2(B) is isomorphic, as 
a Hilbert space, to H2 (D). 

We now state our results in detail. D is a Siegel domain of type 

II, Bits Bergman-Silov boundary, VI' V2 , Q and 4 have their usual 
meaning (3). 

THEOREM. If f is a function in L2 (B), then it belongs to H2(B) if 

and only if the following two conditions are satisfied: 

(a) For almost every ~ E V2 the Fourier transform of 

f(·,~) vanishes almost everywhere outside Q', the 

dual cone of Q. 

(a) f satisfies the tangential Cauchy-Riemann equations 

on B in the sense of distributions. 

LEMMA. Hypothesis (a) of the theorem is implied by (a·) if and 

only if:(y) For every A ~ n' there exists a ~ E V2 for which 

(A,4(~,~) < O. 

The condition (y) can be analyzed in terms of the geometry of the 

domain;we shall say that a subset of n generates Q if the set of 

non-negative linear combinations formed with elements of that sub­
set contains Q. We have the following 

PROPOSITION. (i) (y) holds if and only if 

1: = {XEReVIlx = 4(~,d, ~ E V2 } generates Q. 

(ii) If D is homogeneous, 1: generates Q if and only 
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if it spans ReVI . 

(iii) If D is hermitian symmetria. then E spans ReVI 
if and only if D aontains no irreduaible faator 

of type I. 

Assertion (iii) of the proposition is essentially an unpublished 
result of Koranyi, the proof given here is ours. The above state­
ments clearly imply the following 

COROLLARY. If D is hermitian symmetria. then the following two 

faats are equivalent: 

(i) D has no irreduaible faator of type I. 

(ii) H2 (B) aonsists of exaatly those funations of 

L2 (B) whiah. in the sense of distributions. 

satisfy the tangential Cauahy-Riemann equations , 
on B. 

3. PROOF OF THE THEOREM AND THE LEMMA. 

We begin by determining explicitly the tangential Cauchy-Riemann 
equations on B. To do this we first introduce suitable coordi­

nates in VI x V 2 • The usual way of putting coordinates on VI x V2 
is to choose a euclidean coordinate system in VI which is adapted 
to ReVI , and any euclidean coordinate system in V 2 • Thus, if 

and 

B O} , 

then 

~(Z2'Z~) in this system has coordinates ~k(z2,z2)' k=1,2, ... ,n , 
where each ~k is a (numerical) hermitian form. We introduce a 
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slight modification as follows: Set 

x=(xl'···.x ) • XJ.=X1 j 
n 1 

t=(tl· .. ··t ) n l 

In this coordinate system we have D = {(x,t.~)lt E n} and 
B = {(x, t, ~ ) I t = O} • 

We shall denote points of B by (x,~), x E ReV l , ~ E V2 . All func­
tions defined on B will be given, unless specifically stated to 
the contrary, in terms of the (x,t,~) coordinate system. The 
measure de on B [3] is just euclidean measure on ReV l x V2 and 
will be written whenever convenient as dxdV~. Clearly we have 

_a_ 
ax j 

1 

a 
ax. 

J 

a a 
ax j a < 

2 ~j 
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a z j 
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b oo If we denote the basis elements of V2 y ~l ... ~n ' it is easy 
to see that 2 
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be a COO vecto~ field of type (0,1) defined in a neighborhood of B. 
The condition that it be tangent to B is that expressed in (x,t,~) 

coordinates the coefficients of the a/atj's vanish on B, i.e., 

A function f E C1 (B) is said to satisfy the tangential Cauchy-Rie­
mann equations on B if it is annihilated by the restriction to B 

of all such vector fields, i.e., if 

Since we can find for every point of B COO functions"x z j defined 

in,a neighborhood of B,and such that at the point x2Jo = 1 and 
XzJ = 0 for j # jo' it follows .that f satisfies the tangential 

Cauchy-Riemann equations on B if and only if 

(3. 1 ) o j=1,2, ••• ,n2 

We denote the operator on the lefthand side of (3.1) by Zj' If 

f E C1 (B) and ~ E C; (B), one verifies that 

IB f Zj~dS = - I ~Zj f dS 

and, therefore, a function f E L11 (B) is said to satisfy the oc 
tangential Cauchy-Riemann equations, in the sense of distributions, 
on B if for every ~ E C 00 (B) 

o 

(3,2) o 

We now proceed to the proof of the theorem; in what follows We 
carefully distinguish between "functions in L2", i.e., measurable 

and square integrable functions, and "elements of L2", i.e., equi­

valence classes of such functions. Let f be a function in L2(B) 
= L2 (ReV 1 x Vz). Let S be a subset of full measure in Vz such 

that for every ~ E S the function f("~) is in LZ(ReV 1). 
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For fixed ~ E Sand E > 0 consider the function 

Fr;E(X) = f e- 2wi <1 , x>-2w!x!E f(x,r;)dx 

ReV 1 

There exist.s a function Fr in L2 ((ReV1)') such that F E + F in 
.. .. I; I; 

quadratic mean and pointwise for 1 E (ReV1)' I except when 1 is in 

a set Er; C (ReV1), of measuJe zero. Fr; is (a representative of) 

the L2 Fourier transform of f(·.t). Observe. that the function 

is measurable on (ReV1), x S. By Plancharel's theorem and known 

properties of the Poisson integral, 

The righthand side of this inequality is an integrable function of 

r; by Fubini's theorem. Therefore I by the Lebesgue dominated con­

lergence theorem, 

J dV J ! F E (1) - F r n (x) 12 d1 + 0 if E I n + 0 • 
S I; (ReV) ,I; .. 

1 

Consequently, there exists a function f in L2 ((ReV 1)' x S) to 

which the function (1,r;)~ F E(l) converges in quadratic mean 
r; 

The set E = UI;ES Er; x {I;} is of measure zero, therefore, since 

Fr;E(l) -+ FI;(l) on (ReV1), x S - E we have that almost. everywhere 

on this set 

f(l,r;) = FI; (1) 

We can, of course, extend the definition of f to all of V2 by set­

ting it equal to 0 outside (~eVl)' x S. To sum up we have shown 

that for 1; E S the function f(',I;) is almost everywhere in (ReV!)' 

equal to (a representative of) the L2 Fourier transform of f(·,I;). 

Assume now f satisfies the hypotheses raJ and (6) of the theorem. 

We take S to be the set of r;'s for which f(',I;) E L2 and Fr;(l) =0 

for almost every 1 ~ n'. Consequently,f(l , r;) = 0 for almost every 

(l,r;) E (n')£ x S. Let now $1 E CoOO(ReV 1) I $2 E Cooo (V 2), and set 
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By assumption (3.2) holds for j = 1,2, ... ,n2 

(3.3) o = f fZ.~dS = f dV f Z.~fdx 
B J V ~ ReV J 2 I 

SinceZ.~ E C - there is no difficulty in taking its Fourier J 0 
transform in x, the resulting function will be in C'"((ReVI )'xV2), 
and no problems of measurability arise. Denoting by F the Fou -
rier transform in x, the inner integral by Plancherel's theorem 
is equal, for s E S, to 

(3.4) f Fn F lA) dA = f Fn f O. , d dA (Re V )' J S (Re V )' J I I 

The integrand of·the righthand side of (3.4) is in LI ((ReVI )'xV2), 
so after substituting back into (3.3) we can use Fubini's theorem 
to obtain 

(3.5) J d' f F~ f(A,~)dV - 0 
(Re V )' A V J ~ I 2 

Now 

d ~2 (d] (F$I) CA) 
d ~ j 

_d_ [e-211<A,<I>(S'~»~ (s)le211<A,<I>(s'~»(F~ )CA) 
d Z. 2 I 

J 

Substituting this into (3.5) we have: 
(3.6) 

J dA(F$l)(A)f ~[e-21f<A,<I>(s,s»~2(S)le211<A,<I>(S,O>f(A,ddVtO (ReV I )' V2 d Sj . 

Since the functions F$I are dense in L2 ((ReVI )'), the inner inte~ 
ral vanishes for almost all A E (ReVI )'. Note that any Co- func­
tion lJ! on V2 can be written as exp(-<A,<I>(~,s»H2(d with suitable 
~2' therefore, we obtain from (3.6), that 

(3.7) o j = 1 ,2, .•• , n 2 

for all lJ! E C -(V) and almost all A E (ReVI )'. Note, however, o 2 
that the set of A'S where (3.7) holds may depend on lJ!. Let us set 



130 

21T<A <p(r r» ~ gCA,r,;) = e ' .. , .. f(A,r,;) 

Let K be a compact subset of 0' ,and h E L2 (K). Then by (3.7) for 

every ~ E Co~(V2) and j = 1,2, ... ,n 2 

r heAl [I a~ g(A ,r,;)dV )dA = J ~[J h(A)g(A ,r,;)dA)dV = o . 
. K V2 ar,;j r,; V2 a~j K r,; 

Therefore, the inner integral is almost everywhere equal to a hol 
omorphic function of r,; on V2 , and, consequently, r,; ..... g Co ,r,;) isa 
weakly, and hence also strongly, holomorphic map of V 2 iI),to L2 (K) • 

Since g(A,r,;) = 0 almost everywhere outside n' x V2 we have 

and thus can conclude that g is contained in the space £2 of [5). 
Therefore, we now can use the theorem of Gindikin [5, Theorem 4.1), 

and swi tching to the (zl' z2) coordinates, obtain finally that the 
function F is defined on D by 

belongs to H2 (D). 

We still have to show that the boundary function of F coincides 

with f almost everywhere on B. If zl = x + it + i<P(Z2'Z2)' tEO, 
Z2 = r,;, define Ft on B by 

Ft E L2 (B) and we know [2) , [5) that Ft tends in L2 (B) to a func -
tion FE H2 (B). Now 

21T<A t>~ A For r,; E S, e- , f(A,r,;) + f(A,r,;) = Fr,;(A) as t + O. The con-
vergence is dominated so we have also convergence in L2 ((ReV1 )'), 

and, therefore, by Plancherel's theorem 

Ft (. ,r,;) + fl, ,r,;) 
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in L2 (ReV 1)' T~is together with the fact that F t .... F in L 2 (B) imm~ 
diately yields F = f almost everywhere on B. This finishes ,the 

proof of the sufficiency of the conditions (a) and (s). 

The necessity of these conditions is a straightforward conse -
quence of the existence of boundary values of H2 functions, and 

(for (a)) of a lemma of Stein [9]. 

We now come to the proof of the lemma. Let S consist of all 
~ E V2 for which f(.,~) E L2 (ReV1 ). Construct g as before. Note 
that g has aU the properties it had before, except that possibly 
it is not zero outside n' AX V2 . We want to conclude that if (y) 
holds g, and, therefore, f is zero almost everywhere outside 
n' X V2 . By Lemma 3.2 of [5] one can modify g on a set of 
measure zero so that for almost all A E (ReV1 ), , g(A,') is a hol­
omorphic function on V2 . Now it follows from 

f e - 41r < A , 'II( ~ , ~ ) > I g (~ , ~) I 2 dA dV ~ 
(ReV 1)'xV2 

J If(A,~)12dAdV~<" 
(ReV 1)'xV2 

that for almost all A E (ReV1 ), 

(3.8) J e-4n<A"(~'~)'g(A,~)IZdV~ < ., 

V2 

Using the fact that V2 - {O} can be considered as a complex line 
n -1 

bundle ove'r the complex projective space of dimension nz -l,P Z 

we can parametrize Vz- {O} by a non-zero complex number, and a 
n -1 

point in P Z Introducing these new coordinates in (3.8) we 

check that for almost all ~o E Vz 

(3.9) 

where C(~o) is the complex line determined by ~o' ZE C, and dV~ 
the euclidean area element on C(~ ). We, omit th'e routine but 

o 
somewhat cumbersome details. Now let A in' such that g(A,') is 
holomorphic and (3.8) holds. Then there exists ~ E V2 such that 
<A"(~'~» < O. By continuity this inequality holds in a whole 
neighborhood N of~. Let ~o E N such that (3.9) holds; then since 
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we have 

J Ig(A,Z~ )1 2dV < "" 
C ( ) 0 Z 

~o 

This implies that the holomorphic .function 

is identically zero, in particular, g(A,~o) = O. We can repeat 

this argument for almost all ~o E N, and conclude that g(A,') va~ 

ishes on a set of positive measure, and hence identically in V 2 . 

To prove the converse statement we use the.fact, proved in Sec -

tion 4, that if (y) does not hold, then there exists an open set 

of A's in (ReVl )' -"il' such that for A in this set, <A,<I>(~,~»>O, 
for all ~ # O. Let N be a closed ball contained in this set. Let 

g be an entire function on V2 such that 

A EN, 

e.g., g = gl ® g2 @ ... ® g with each g. entire of exponential 
" n 2 J 

type will do) because I<A,<I>(~,~»I > cl~12 with c > 0 since N is 
compact .and bounded away from the origin (it cannot intersect "il'). 
Let ~ E C""((ReVl )') with support contained in N. Set 

(3.10) o 

Let 

f(x,s) J e2ni<A.x>h(A,~)dA 
(ReV l )' 
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f E L2(B) n C~, and by (3.10) satisfies the tangential Cauchy-Rie 
mann equations on B; moreover, for every ~ E V2,f(. ,~)ELl(ReVl)­
and, therefore, for every (A,~),F (A) = h(A,~), but the support 

~ 
of h is contained in N C n'£ x V2 . This concludes the proof of 
the lemma. 

4. PROOF OF THE PROPOSITION. 

Let w denote the set of linear combinations formed with elements 
of E and non-negative coefficients, i.e., the convex cone spanned 
by E. If E generates 0, then 0 ewe 0, and, therefvre, w', the 
dual.cone of w, is equal to 0'. If <A,~(~,d>;;;. 0 for all ~ in 
V2 , then <A,X> ;;;. 0 for all x in 0 and, therefore, by continuity, 
also for all x in' n, i.e., A EO'. This proves statement (i) in 
one direction. To prove the converse, let us note ·first ~hat a 
convex dense subset of a convex open set U must equal U, and sec­
ond that the boundary of a convex set is nowhere dense. Suppose 
now that 0 is not contained 'in w, then by the above remark the 
interior of 0 - w is nonempty, and, consequently, w' contains 0' 
properly and the interior of w' - 0' is nonempty. It follows 
that the interior of w' - O'is nonempty as well. Let A be a 
point in the interior of w' - n'. Then <A,X> > 0 for all x in w, 

in particular for all ~(~,~). 

To prove assertion (ii) let us recall that if D is homogeneous, 
then there exists a group of linear transformations of VI x V2 
which carries D into itself, which acts transitiveLy on 0 and 
whose elements g have the property that 

(4.1) 

If 1: spans ReVl , then pick a basis in E, and 'consider the convex 
:one generated by this basis. This cone is contained in wand 
its interior is nonempty, and, hence, intersects the interior of 
o because ao is nowhere dense. Now by (4.1) and the transi -
tivity on 0 of the group whose elements are g, non-negative line­
arcombinations of the ~(~,~)'s fill up 0 if w n 0 ~ , and, there­
fore, 0 C w. The converse is clear from the last remark. 

We finally come to (iii). One half of the statement is true with 
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out assuming D to be hermitian symmetric or homogeneous. Let D 
be the product of two domains, Dl and D2 ' Dl being of type I. Let, 
with obvious notation, Al ~. n'l and A2 E 0'2' Then 

Now ~ • (O'~21 , therefore, .. 
we have 

In other words (y) does not hold and, hence, by (i) I: does not 
generate g. 

Now let D be hermitian symmetric. We need some of the more detail 
ed knowledge about the structure of D, as given in [6], and begin 
by stating the relevant information. There is a hermitian1nner 
product ( , ) on Vl x V2 which, restricted to ReVl , is a real in­
ner product. 0 is se1fdua1 with respect to ( ,). A Lie group 
of linear transfe'rmations r acts on Vl xV2 • r leaves Vl , ReVl , 
and V2 invariant, and is transitive on 0. 1 The elements .of rare 
ho10morphic automorphisms of Vl x V2 , and their restrictions to D 
carry D into itself. Moreover, we again bave 

(4.1) g~(~,~) = ~(g~,g~) g E r . 

If A" denotes the adjoint relative to (, of the linear trans -
formation A of Vl x V2 , then for g E r we also have g" E r.2 

Suppose now that the subspace of ReVl spanned by I: is proper; we 
have to show that D as a hermitian symmetric space is ·a product 
one of whose factors is a Siegel domain of type I. By (4.1) M is 
invariant under r. Since g E r implies that g" E r, it follows 
that Mi, the orthocomp1ement of M in ReVl , is also invariant. 
Therefore, denoting by~ the orthogonal projection of ReVl onto M, 
we have 

(4.2) g E r 

Let us note first that since ~ is linear and open, ~O and (I-~")o 

are open convex cones in M and Mt"respective1¥. (4,2) implies 

1. In the notation of [6] :vl=~~,Revl=~~,v2=~2,{l-.£,(, )~<'>vJr=ad(K;), 

2. This follows easily from the fact 
ad(V)"=-ad(vV),[6,p.282] ,and that 

" Kl is invaria.nt under v [6,p.284]. 

that for every V E gC one has 
" -

~l = 1!t +i:!l ' the Lie algebra 0 f 
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that r acts transitively on both. Let III be as above. Clearly, 
III C M, but III is contained in ao too; if it were not, III no would 
be nonempty, and then by the final remark in the proof of (ii) we 

should have 0 C Ill, which contradicts the fact that M is proper. 
Note further that by (4.1) rill C Ill, and that 

(4.3) III = 1T1ll C 1TO C 1T0 
where the la5t inclusion follows from the continuity of!T. Final 
ly, note that the interior of III is nonempty. Therefore, by (4.3) 
III n 1T0 '" <p. Let x E III n 1T0. Then 1T0 = rx C III C ao, hence,nncw, 
and so by (4.3) !TO = W. Now let x E 0, yEO, then the three n~ 
bers (X,1TX), (x,y), (y,1TX) are positive. In the three dimension­
al subspace of M spanned by 1TX, x, y, orthonormalize these three 
vectors in this order. In this coordinate system x = (x l ,x 2 ,O) , 

y = (Yl'Y2'Y3)' and 1TX = (xl,O,O) where all the nonzero coordi -' 
nates are positiv~. Consequently, we have 

(X-1TX,y) (X,Y)-(1TX,y) x 2Y2 > ° 
Since for fixed x this holds for arbitrary y in 0, by the self­
duality of 0 it follows that (X-1TX,<P(~,~)) > ° for all ~ in V2 • 
Consequently, we have (I-1T)O C ao. 

Now let ~ = 1T0 + (I-1T)O. This is an open convex cone in ReV l . 
Clearly, 0 C ~, but on the other hand, since 1TO and (I-1T)O are 
contained in 0, we also have ~ C O. Since ~ is open, and (an o­
pen convex set being the interior of its closure) 0 is the inte -
rior of 0, we have 0 =~. It now follows that 1TO and (I-1T)O are 
regular: let x E 1TO, then x E O. Therefore, if -x were contained 
in 1TO, then it also would be in 0, which contradicts the regular­
ity of o. S'ame argument for (I-1T)O. The cone 0 is, therefore, 
the product of two regular convex cones. Note next that the 
splitting of ReV l into M + Ml also induces a splitting of Vl x V2 
(we identify Vl + V2 with Vl x V2 to unify the notation): 

V 1 + V 2 = (M + iM .. V 2) + (M 1 + iM' 

By expanding ~(~+~' ,~+~') and ~(~+i~',~+i~') and using the fact 
that H~,~) E 1TO, we find that ~(~,~') EM + iM. So Ml + iMl and 
(I-1T)O determine a Siegel domain of type I, D'. Similarly, M + iM, 
1TO, V2 , ~ determine a domain of type II, D". Clearly, D is the 
product of D' and D". 
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To conclude the proof we have to check that D as a hermitian sym­
metric space is also the product of D' and D". To do this let 
g E r, and define a map f: V1 +V2 + V1 +V2 as follows: 

on 

on 

f clearly is a linear automorphism of V1 + V2 and, hence, holomor 
phic; its restriction to D is a holomorphic automorphism of D 
which leaves D' pointwise fixed. Therefore, using Lemma 3 on 
page 134 of [7], we infer that D' is a hermitian symmetric space. 
A similar argument works for D". Since. D can be a hermitian 
symmetric space in only one way, the truth of the assertion (iii) 
and of the propositiDn now follow. 
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