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INVERTING A COVARIANCE MATRIX OF TOEPLITZ 

TYPE BY THE METHOD OF COFACTORS 

Raul Pedro Mentz 

SUMMARY. A matrix is said to be of Toeplitz type if it has equal 
elements along piagonals. These matrices, with the additional pr~ 
p~rty of symmetry, arise frequently in statistical work, as cov~ 
riance matrices of wide-sense stationary stochastic processes, in 
nonparametric theory, etc. The inverse is often of interest, and 
a method is used to find its components when the TxT matrix has 
only 5 nonvanishing central diagonals. The method is to express 
the co factors of the components of the given matrix in terms of 
some determinants, that are shown to satisfy certain linear dif­
ference equations, and to solve these explicitly. The complexity 
of the resulting expressions for the components of the inverse is 
comparable to those known in the literature. 

1. INTRODUCTION. 

A matrix A = Ca .. ) is called a ToepZita matrix if a .. = a ... 
- ~J ~J ~-J 

In mathematical statistics Toeplitz matrices arise in several con­
texts j see. for example, Grenader and Szego [3] . They appear as 
covariance matrices of wide-sense stationary stochastic processes, 
in which case they are symmetric and positive semidefinite. In the 
present paper we assume, throughout that they are positive definite 
and symmetric (i.e. are covariance matrices in nonsingular cases), 
even when some of our results hold for nonsingular symmetric ma­
trices in general. 

If ~. (oij) = (oli_jl) is the given matrix, the underlyingassum~ 
tions often imply that the components vanish if li-jl > m, where 
m > 0 is an integer. We may call the corresponding processes fini­
tely correlated of order m, and maO is the case of lack of correl~ 
tion. This occurs, for example, in the moving average model of 
orderm, x t • v t +, a1v t _1 + ... + amv t _m, the vt being uncorre-

late'd random variables with common means and (finite) variances. 
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There exists wide interest in finding either exact or approximate 
forms for the components of the inverses of these Toeplitz matri­
ces, since that knowledge can be used to derive the statistical 
theory of procedures defined in terms of them. For example, the 

author's interest in the inverse matrix studied here stems from 
the analysis of Walker's [12] estimation procedure for the moving 
average time-series model. See Mentz [ 6] . 

-1 For the case of m=1, explicit forms for the components of ~T ob-
tained by means of the method of cofactors are well known; see, 
for example, Shaman [8]. It has been conjectured that it would 
be feasible to extend the procedure to m> 1. In the present work 
we deal with tne case of m=2 in detail. 

In the case of m=1 several oth.er approaches also solved the pro­
blem of finding the components of ~;1. For higher values of m the 
problem proved difficult. Shaman [9] exhibited a close-form expre~ 
sion for the components of the inverse matrix when m=2, and for 
that case also Mentz [5] has an expression. For general Toeplitz 
matrices there is a paper by Calderon, Spitzer and Widom [ 1] , but 

it appears as a hard problem to deduce from their solution an 
useful explicit form for the components of ~;1 for finite T. 

A useful notation is ~ = k~O 0k~k' where ~k has components g~~)=1 
for I i-jl = k, and otherwise equal to O. For a solution of a simi­
lar problem with different G. see Mustafi [7]. In this notation 

-J 
m 

~ = 00 k~O Pk~k' where P j = 0/00 (00 > 0 because ~ is positive 

definite),and we see that there is no loss of generality in taking 

the coefficient of ~O to be equal to 1, as will be done below. 
-1 In Section 2 we show that the cofactors of the components of ~T 

can be written in terms of some determinants that in turn satis-

fy linear difference equations that we propose to solve explicitly. 
Then in Section 3 we use the analysis of Section 2 to derive some 

close-form and recursive expressions that are comparatively easy 
to apply analitically and computationally. However, we do not 
study the computational merits of the proposals as compared with 
computer rutines prepared for certain Toeplitz matrices; see, for 
example, Trench [ 10] . 

2. THE INVERSE OF ~ + P1~1 + P2~2 BY EVALUATION OF COFACTORS. 

(T) 
(w ij ). 
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The components of ~T can be computed from 

w~~) 
cofactor of a .. 

~2, 1) = Jl. 
l.J 1 ~TI 

In this section we use the following notation, where a subs~ript 

denotes the order of the corresponding matrix or determinant, limd 

we omit th~ superscripts in the components to simplify the writing. 

We also use the notation of partitioned matrices: 

(2.2) 1: = 11: 1 
8 -8 

PI PI P2 0 0 0 0 PII 

P2 PI I PI P2 0 0 0 
1 

P21 

0 P2 PI I PI 0 0 0 o 1 1: 
L 'F 1 

_8~~ 

-8 1 
1 

0 0 0 0 0 P2 PI I o 1 -T---------
0 0 0 0 0 0 P2 PI o 1 0 ... 0 P2 PI 

(2,3) 
L 1 L 1 

8 -8 

PI P2 0 0 0 0 0 0 PII P2 0 ... 0 
-~.I----;...-

PI I PI P2 0 0 0 0 PlI 

P2 PI I PI P2 0 0 0 P21 

K o 1 1: 
-8 1 -11-1 

1 
0 0 0 0 0 PI I PI 1 

1 
0 0 0 0 0 P2 PI I 0 1 

(2.4) 

K = 1 K 1 
8 -8 

By expanding l:T in terms of the components in its first row, 

Dl,lrbin(! 2] , p. 315) found that the determinants satisfy the li~ 

near, homogeneous, fifth-order difference equatiqn 

The as'sociated polynomial equation 

(2.6) 

can be written in a symmetric way using the substitution ,p 2x = Z; 
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after division by p5 
2 

we obtain 

l-p 2 
2 2 l-p 

(2.7) x5 + x4 + 
P l-P 2 3 P1-P 2 

x2 + __ 2 
+ 1 0 ---x + --- x 

P 2 
p2 p2 P 2 2 2 

Zero is not a root of (2.7) , and if x* is a root so is l/x*. Since 
there must be five roots, +1 or -1 must be one of them. (They are 
the only "self inverses".) By inspection we see it is -1. Then 

- P 2 -:-z--:-
-Cd + Id l -4) , 

2 1 
(2.8) 

- P 2 :-:;-z-:-
z4 =--(d +/d -4) 

2 2 2 

where 

(2.9) 

In general the roots (2.8) can be real or complex, and some or all 
can be identical. Hence the solution of (2.5) will take different 
forms depending on this fact. As an example, which will be also 
used as illustration in subsequent derivations, if all roots are 
distinct then (2.5) has solution 

(2.10) l: 
n 

5 
L 

i=l 
C.Z~ 
~ ~ 

where the zi are the roots given in (2.8). 

Since l:n is defined only for n ~ 1, (2.5) holds for n ~ 6, and the 
sequence satisfying the difference equation and for which (2.10) 
is the general solution is l:1,l:2"" • The boundary conditions to 
determine Ci , i = 1, ... ,5, can be taken to be (2.10) for 
n = 1, ... ,5, with the left-hand sides evaluated explicitly as 

(2.11) 

Following the same approach we expand LT in terms of the components 
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in its first row and find that 

(2.12) o 

The polynomial equation is 

(2 .• 13) o 

and after replacing P2x = y it becomes 

(2.14 ) 

which has symm~tric coefficients and can be studied in the same 
way as equation (2.7). The roots Ys' s = 1,2,3,4, of (2.13) are 
obtained from 

d = 1 2 2 d = 1 I 2 2 
1 Z,ii":"(p 1 + Ip 1 - 4p 2 + 8p 2) 2 Z,ii":" (p 1 - P 1 - 4p 2 + 8p 2 ) 

2 2 

p 2p 2 
(2.15) 2(d +/dZ-4) Yl 2 1 1 Y2 

d +.jdZ-=4 
1 1 

Y3 ~(d +/d2-4) 
2p 2 

2 2 2· Y4 
d +/dZ"=4" 

2 2 

The particular case of all roots distinct leads to solving (2.12) 
by the sequence 

(2.16) L 
n 

n=1,2, .... 

The four boundary conditions needed to determine the Cf's can be 
taken to be (2.16) for n = 1,2,3,4 with the left-hand sides eva­
luated explicitly as 

(2.17) 

Expanding KT by the components in its first row we have 

(2.18) n .. 2,3, •.. 

In the special case that ~n is given by (2.10), 
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(2.19) 

which is a first-order, inhomogeneous, linear difference equation. 

Provided that only one root (for ~T) ~quals P 2 , 

(2.20) 

The second summand corresponds to the root zl = P 2 ; no other Zj 
can be equal to P2 in (2.20); if more than one root equals P2 , 

instead of the fa:tor 1/(zj+P 2) we have to use 1/2P 2 • 

~he new constant C in (2.20) will be evaluated from (2.20) for 

n=2, with Kl = Pl' Note that 

K2 P 1 (1-P 2 ) 

(2.21) K3 .. P1 (1- p f) - P 1P 2 (1-P 2 ) 

2 K4 Pl~3 - P2K3 = PI (1-P 2 )(1+P 2 -2P 1 ) - P2K3 

With this background we now find expressions for the components 
wij of !T = ~;l. Since !T is symmetric we restrict attention to 
the components on and above the main diagonal. 

1st aase: 1=J. Then w .. = B .. /~T' where Bii is the cofactor of 
~1 ~~ ~~ 

0ii' In terms of submatrices 

(2.22) [~i-l 
P E* 

2-

P E* '] 2-

~T-i 

where £* has its upper right-hand element equal to 1 and all other 
elements equal to zero. We use Laplace's expansion in terms of 
minors of the first i-l columns; then 

(2.23) 2 
B .. = ~. I~T .-P2~· 2~T . 1 11 1- -1 ~- -~-

To make (2.23) valid for all i, we define ~O o. 

2nd aase: i < j. 

[~i_1 F 0 

(2.24) (-1) i+jB .. P E* L. 
F 1 1J 2- -J-i 

Q P E* ~ . 
2- -T-J 
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where E has its lower left-hand element equal to PI' the two ad­
jacent elements equal to P 2 , and all other elements equal to O. 
We expand (2.24) by Laplace's formula in terms of minors of the 
first i-1 columns. In these columns there are three non-vanishing 
minors with non-zero complementary minors, namely 

(2.25) 

(2.26) 

and 

(2.27) 

~i-l 

1 0 
1 
1 

~i-2 1 P 2 
1 
1 PI 

------1--
o ...... 0 1 P 2 

K* -i-2 

1 0 
1 

1 
1 P 2 

1 1 
1 ------1--

o ...... 0 1 P2 

where ~: is ~s flipped about its secondary diagonal, so that 
1 !S:I = Ks' If we denote by As (i ,j ), s = 1,2,3, the corresponding 
cofactors, then 

(2.28) 

The As(i,J)'s are computed using Laplace's expansion in terms of 
the last T-j columns. Then 

A1 (i,j) ~T .L .. -P 2KT .L .. l+p32~T . l L. ·2 -J J-~ -J J-~- -J- J-~-

(2.29) 
2 2 

~T . (PIL .. I-P 2L .. 2)-P 2KT . (PIL .. 2-P2L .. 3)+ -J J-~- J-~- -J J-~- J-~-

+p32~T . I(P 1L .. 3-P22L .. 4) -J- J-~- J-~-

A3 (i,j) = P2~T-J·L .. I-p22KT .L .. 2+p42~T . l L .. 3 
J-~- -J J-~- -J- J-~-

For j = [T 12l +1 " .. ,T, say, these formulas are valid for all i < j, 
provided we define ~o = Lo = 1, Ko = 0, ~-s = L_ s = K_ s = 0 for 

s > O. For j < [T 12l +1 similar arrangements could be made. In fact, 
due to the structure of !T we only need to compute those components 
of the last [(T+1)/2l columns on and between the principal and sec-
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ondary diagonals, and then deduce the remaining components using 
the symmetry 'of ~T and its persymmetry (symmetry with respect to 
its secondary diagonal). They lead for example to 

(2.30) Wij = wT- i +1 ,T-j+l i=j, ... ,T-j; j=1,2,oo.,[T/2] 

We summarize these results as follows: 

.. B .. 
(2.31) (-1) l.+J ...2:.J.. 

l:T 
i=j, ... ,T-j+1; j=[T/2]+1, ... ,T 

where the Bij are given in (2.23) when i=j and in (2.28) and 

(2.29) when i < j, in terms of the determinants l:s,Ls,Ks ' whiah 

are defined in (2.2)-(2.4) and satisfy the differenae equations 

(2.5), (2.12) and (2.18), respeativeZy. The remaining eZements of 

~T are obtained using w~~) w~~) and (2.30). 
l.J J l. 

If p 2 = 0 bu t PI" 0, then L s = P ~ , 

= l:i_lAl(i,j), A1 (i,j) pi-il:T_j' 

(2.32) w~~) 
l.J 

.+. 
K = p 1l: 1,(-1)l. JB .. = 

s s- . l.J 

and the solution reduces to 

Here l: satisfies the corresponding version of (2.5), namely 
n 

with boundary conditions l:l 1, l:2 = 1 - P ~ instead of (2.11). 

3. ALTERNATIVE FORMS OF THE COMPONENTS OF THE INVERSE MATRIX. 

In this section we want to use the analysis of Section 2 to obtain 

other forms for the w~:) that can be of greater use. We shall find 
l.J 

useful the following result: 

DEFINITION. A matrix A = (a .. ) is said to be "diagonal, of type r" 
- l.J 

if a .. = 0 whenever I i-jl > r. 
l.J 
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PROPOSITION 3.1. Let A = (a .. ) be a TxT symmet~ic and positive de-
- 1J 

finite mat~ix. A necessary and sufficient condition that ~-l be 

diagonaL of type r is that the~e exist constants b ts such that 

fo~ t = 1,2, ... ,T-r+1 

(3.1) att , + bt1at+1,t' + ... + bt,r-lat+l;-l,t' = 0, t'=t+1, ... ,T 

This result was apparently originated with Guttman [4] and Ukita 
[11], and a detailed proof is given in Mentz [5] . 

Condition (3.1) states the existence of a linear relation between 
succesive sets of r adjacent rows of ~; an equivalente formulation 
(to be used be!ow) is to relate the first r-1 rows to each of the 
remaining ones. 

We now proceed to derive a closed-form expression for the w~:) . 
1J 

From (2.28) and (2.29) we derive the components in rows 1 and 2 

(or columns T and T-1,respectively) of ~T = ~;l, as follows: 

C-1) j +l 3 
wIJ·=wT-J·+l,T = (~T .L. I-P2 KT .L. 2+P2~T . l L . 3)' 

~T - J J - . - J J - - J - J -
(3.2) 

j=2, ... ,T 

_ _(_1)j+2 
w2 ·-wT '+1 T 1- [~T .L. 2-P2(P1~T .+KT .)L. 3 + J -J , - ~ -J J - -J -J J-

T 

(3.3) 2 4 
+P 2 (p 2~T-j +P 2~T-j -1 +P 1 KT_j )L j -4 -p 2 (p 1 ~T-j -1 + 

6 +KT .)L. 5+P2~T . l L . 6] , j=3, ... ,T -J J- -J- J-

Since ~T is "diagonal of type 3", it follows that there exist cons 

tants 0li and 02i such that 

(3.4) i=3, ... ,T; j > i 

Using these relations for j = T-1, T we form the systems 

(3.5) 
i = 3, .•• ,T 

that can be solved for the 01i and 02i; replacing the resulting 
values in (3.4) we obtain the following: 
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PROPOSITION 3.2. Under the oonditions of Proposition 2.1. 

(T) (w2 T 1W'T-w2Tw, T l)wT '+1 T-(w1 T 1W'T-w1Tw, T l)wT '+1 T 1 w' = ,- 1 1. - -1, ,- 1 1, - -J, - = 
ij 

(3.6) 

.(w2,T_1w1,T_i+1-w1,T_1w2,T_i+1)wlj-(w2Tw1,T_i+1-w1Tw2,T-i+1)w2j 

wITw2.T_1 - w2Tw1.T_1 
i E;;; j 

where the neoessary oomponents are given in (3.2) and (3.3). 

It is easily checked that (3.6) holds for all i < j. As in the 
c~se of (2.31); it suffices to compute wij for i • j •••.• T-j+1. 
j • [T/21+1 .... ,T. 

Expression (3.6) exhibits the components of the inverse matrix as 
functions of the components in columns T and T-1 (or rows 1 and 2), 
and in turn, using (3.2) and (3.3), as functions of the roots of 

(2.6), (2.13) and -P2' the latter being the root of the polynomial 
equation associated with the sequence of Kn's. 

While (3.6) may be useful for analytic purposes, the following re­
cursive approach may be simpler, since the w~:) will be given as 

, , l.J 
functions of the determinants ~l.J and K only, not of the L . s s s 

The components along the diagonals near the main diagonal give rise 
to some interesting simplifications. In effect from (2.28) we have 
that 

(3,7) 

using the explicit values for some L 's given in (2.17). Similarly 
s 

2 2 .3 
(-1) Bi,i+2=~i-l[ (P1-P2)~T-i-2-PIP2KT-i-2+P2~T-i-31-P2~i-2 

(3.8) 
2 2 2 ) 

[ (p 1 -p 2) ~T- i-2 -p 1P 2KT_ i- 21 +P 2Ki_ 2 (p 1P 2~T-i-2 -P 2KT_ i-2 

3 22 
(-1}Bi,i+3=~i-l[ (Pl+P1P2-2plP2)~T-i-3-P2(P1-P2)KT-i-3 + 

(3.9) 

3 2 2 2 2 
+ P1P2~T-i-41-P2~i-2[ (P1-P2-PIP2)~T-i-3-P2(PI-P2)KT-i-3-

3 2 
-P1P2~T-i-41+P2Ki-2[P2(PI-P2)~T-i-3 -
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For the present case of r=3 expression (3.1) r,eads 

(3.10) i=1, .•• ,T-2j j;>i 

using this expression for columns i+2 and i+3 we form the systems 

(3.11) 
i = 1, ... ,T-3 

From these systems we derive b i1 and biZ' substitute them back in 
(3.10) and obta'in 

(3.12) 

w .. 
1.J 

(w ·+2 ·+3w. ·+2-w ·+Z ·+zw. ·+3)w ·+1 . ~ ,1 1,1 1.,1 1,1 1. Ll 

Cw ·+1 ·+3w. ·+z-w ·+1 ·+zw. ·+3)w ·+Z . _ 1. ,1 1,1 1.,1. 1.,1. 1. ,] 

The components of the inverse matrix are then computed as follows: 

PROPOSITION 3.3. Under the aonditions of Proposition 2.1, the aom 

ponents wij w~~) of the inverse matrix ~T = ~~1 are determined 

as fo~~ows: 

(a) Determine wi,i+s for s 0,1,2,3 aaaording to 

C3.13) 
ii 

--1--CE E - ZE E ) 
E i-I T-i Pz i-Z T-i-l 

T 

i 1, ... ,T w 

(3.14) wi ,i+l 
(-l). Z 
~ET . I(PI E • I- P I P 2E . 2+P ZK . 2)-P ZKT . IE. 11 E -1.- 1.- 1.- 1.- -1.- 1.-

T . ' 
1 = 2, ... ,T 

(3.15) 

i = 3, •.• ,T 

Wi, i+3 (~ 1) [ ET _ i- 3 { (p t +P 1 P ~ - 2P1 P 2) E i-I -P Z (p i -P 2 -P I P ~) E i- Z + 
T 
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i = 4, ••• ,T 

(b) For aoZumn j. [T/2]+1 ~ j ~ T. find in suaaession w. . for 
J -8,J 

s = 4, ..• , 2 j - T -1, us i ng (3. 1 2) • 

(c) Determine the remaining wij using the symmetry and persymmetry 

of !!T' 
Expression (3.13) is derived from (2.23), and expressions (3.14)­

(3.16) from (3.7)-(3.9), respectively. 

As was remarked above, Proposition 3.3 solves the problem of spe­
cifying the w.: as functions of the determinants ~ and K of dif . ~J n n -
ferent ord~rs. Also note [for example, see equation (2.19)1 that 

once the ~n are available the Kn are easily determined. 
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