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Selfadjoint operators in Hilbert space can be synthetized out of orthogQ 

nal projectors by the process of for~ing the integrals of numerical 
functions with respect to an increasing one-parameter family of proje~ 
tors. To be viable such a mechanism - known as spectral synthesis - r~ 

quires from projectors a certain number of algebraic properties. Not 
long ago I have shown [7,8,91 that these properties subsist if the 
class of linear projectors is enlarged so as to include projectors on 

closed convex cones, conceived as nearest point mappings, and thus I 
was able to synthetize a new class of operators, mostly nonlinear. But 
then, having freed the spectral theory from its original confinement 
I was faced with the question of how far one can go on extending it. For 
instance, would it be valid in spaces other than Hilbert space? It is 
precisely to this question that I am ad,dressing myself in this paper, 
beginning with the study of projectors in reflexive Banach spaces. A 
first basic question is to decide what projectors on convex sets 

should be. Nearest point mappings certainly do not qualify, as they 
form an unruly class devoid of any algebraic structure, nor does any 

class of operators mapping the space into itself, since for these ma­
ny of the required properties do not even make sense. This realized, 
one is led to the vie~ that projectors must be mappings, perhaps multi 
valued, acting from the dual into the space, view which in Hilbert 
space is thoroughly concealed by the standard identification of the 
space with its dual. At this stage a choice offers itself in a most 
natural way: The projector on a closed convex set K in a real reflexi 
ve Banach space X is the mapping PK: X* -+ ZX assigning to each 

x* E X* the set of points minimizing t IIx*1I 2 + t IIxll 2 - (x*,x) over K. 

A series of familiar looking results soon brings out the certainty of being on 
the right track. So reassured, I have proceeded to investigate these 
new mathematical objects, not so much on their own right but rather as 
possible instruments for the spectral theory. My results are inconclu-
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sive as they failed to prove or disprove a couple of essential points. 
It is however apparent that the very existence of an increasing fami­
ly of projectors requires from the space a good deal of Hilbert space 
structure, and therefore that there is not much occasion for the spe£ 
tral theory to take place in a reflexive space chosen at random. 

§1. PRQJECTORS ON CONVEX SETS. 

All throughout this article we shall be working in a real reflexive 
Banach space X, whose dual we shall denote X*. As usual the double bar 
indicates the norm in either space, and the angular brackets the bili­
near form effecting the pairing of X and X*. We shall let 

J: X -+ Zx* denote the duality mapping: 

Jx = {x* I (x*,x) = IIxl12 

of X onto X*, and J- 1 : X* -+ ZX, 

the duality mapping of X* onto X. Let us recall that Jx 

J-1x* = a! nx*n 2 , and that the relation 

1 nX*D 2 + 1 DxU 2 - (x*,x) = 0 Z Z 

a 1. n x U 2, and 
Z 

is equivalent to x* E Jx and to x E J- 1x*. Mappings, even when sin­

glevalued, are considered here in the context of multivalued mappings, 
and so the inverses always exist. The conjugate of a proper lower semi 
continuous function f: X -+ (-00,+00] is denoted f*. We shall often use 

1 2 the letter Q for the function x -+ "2 IlxU , and Q* for its adjoint 

x* --+ ! UX*1I 2 . IfK is a closed convex set l/IK denotes its indicator 

function. The infraconvolution of convex functions is indicated by the 
symbol D. 

To bring out the analogy with projectors in Hilbert space we shall fol 
low closely our discussion of the Hilbert space theory expounded in 
[9]; the reader is invited to compare the results step by step. 

DEFINITION 1. The projector on a closed convex set K in X is the map­

ping PK: X* -+ ZX assigning to each x* the set of points minimizing 
the function 

!llx*n 2 + !llxl1 2 - (x*,x) 

over K, that is 

(1) PKx* = {x E K I ! UXU 2 - (x*,X)';;;! Dyl12 - (x*,y), ';/ y E K} 

Since IIxl1 2 - (x*,x) is l.s.c. convex function of x tending to +00 with 
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IIxll the infimum is always attained and PKx* is never empty. In Hilbert 

space PK is simply the nearest point mapping on K. If K = X then PK = 
-1 z . + z = J , whereas if K = {tz}t?O then PKx* = (x*, rzr) rzr' In the lat-

ter case we recognize PKx* as the ordinary projection of x* on a half­

line. 

THEOREM 1. 

(2) (x*,x )} 

Proof. From (1) we obtain 
1 2 {x E PKx*} <=> {(x*,x) - (zliXIl +1/JK(x)) = sup[(x*,y) -

y 

<=> {(Q+1/JK)(x) + (Q+1/JK)*(x)* = (x*,x)} <=> {x E ()(Q+wK)* 

. COROLLARY 1. PK is a subdifferential. 

}OYI12+WK(y))] } 

= (J+()1/J )-1x*} 
K 

COROLLARY 2. The function } IIxll 2 - (x*,x) remains constant over PKx*. 

This corollary justifies the notation (x*,PKx*) -} IIP Kx*1I 2 for the 

common value of (x*,x) - } IIxll 2 on PKx*. 

COROLLARY 3. 

(3) (x* P x*) - ! liP x*U 2 = (Q+~ )*x* , K 2 K ~K 

Proof. The left hand side coincides with the supremum of 

(x*,y) - (!YiI2 + 1/JK(y)), which is (Q+1/JK)*x*. 

COROLLARY 4. PK satisfies the subdifferential equation 

(4) 

COROLLARY 5. 

(5) 

-1 Proof. This is just another way of saying that PK x = Jx + 31/JKx is 

convex. On the other hand convexity follows· from the maximal monotoni­
city of J + ()1/JK. 

COROLLARY 6. 

(6) {x E PKx*} <=> {3 x* E Jx I (x*-x*,x-y) ;;. 0, "y E K}. 

Proof· (x E PKx*) <=> {x* E Jx + 31/J K (x)} <=> { 3 x* E Jx 

<=>{x E K, x* E Jx I (x*-x*,x-y) ;;. 0, y E K} 
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Let us recall a few basic notions. A vector u* E X* is said to be nor 
mal to a closed convex set K at a point X E K if 

(u*,x-y) ;;;. 0 Y E K 

such vectors are called normaZa. It is evident that a.K(x) is the set 
of all normals to K at x. 

A hyperplane is said to support a convex set K if it bounds a minimal 
halfspace containing K. If K is closed the intersections of a suppor­
ting hyperplane with K is called a face of K; if the face is not emp­
ty the hyperplane is said to support K at any point of this face, 
otherwise it suppor.ts K at infinity. As intersections of closed con­
vex sets faces are closed convex sets. The equation of any hyperplane 
supporting K at finite distance can be written in the form: 
(u*,x) - r = 0, with u* normal to K, and r = sup (u*,y). It follows 

ye:R 
that a K-face is the set of points having a common nonvanishing nor-
mal. To also include the case u* = 0, K itself is considered to be a 
face, if only an improper one. In this context it is important to 
bear in mind that Jx is the set of normals at x to the ball of radius 
Ilxll centered at the origin with norms all equal to IlxU, and also the 
face of the ball of radius Ux II in X* having x as normal. 

THEOREM 2. Any PKx* is the intersection of a K-face with a face of a 

baZZ centered at the origin, and converseZy. The K-face is proper if 

x* ft. JK. 

Proof. For fixed u* and v* we have 

{x I u* E Jx} n{x I v* E a.K(x)} C {x I u*+v* E Jx+a.Kx} 

Moreover, by definition of PK, 

{xl E PK(u*+v*)} ~ {u*+v* = ut + vt, ut E Jx l , vt E a.K(x 1)} 

and if x belongs to the intersection set on the left in the previous 
equation, 

{Xl E PK(u*+v*)} -{o = (u*-u1,x-x l ) + (v*-vt,x-xi)} 

and by the monotonicity of J and a.K ' 

o = (u*-ut,x-x l ) = (v*-vt,x-X l ) 

But 0 (u*-ut,x-X l ) = (u*,X) + (ut,X I ) 

and since both terms on the right are nonnegative, they vanish, implr 
ing that u* E Jx l , u~ E Jx. Furthermore, from 0 = (v*-v~,x-xI) we de-

du~e for any Z E K, 

(v*,x-z) + (v*,xl-X) = (v*,x-z) + (V~,XI-X) + (v*-v~,X-XI) 

(v*,x-Z) + (vt,xl-X);;;' O. 
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whence v* E 3WK.(x l ). In conclusion, 

{xl E PK(u*+v*)} ~·{u* E Jx l , v* E 3wK(x l )}, 

and therefore 

PK(u*+v*) ={x I u* E Jx} n·{x I v* E 3wK(xj}. 

Of these two last sets the former is the face of the ball through X 

having u* as normal and the latter the K-face perpendicular to v*. 
This concludes the proof because any x* can be written in the form 
x* = u*+v*, with v* normal to K at a point x, and u* normal at x to 
the ball through x. It is clear that if x* ~ JK then u* ; 0, and the 
corresponding K-face is proper. 

COROLLARY 1 •. If J- l is single valued so is PK for any K. 

This corollary can also be stated by saying. that if the unit ball in 
X* is smooth then PK is singlevalued. 

COROLLARY 2. The functions t IIxl12 and (x*,x) take constant values 

for x E PKx*. 

We can now use the notation t IIPKx*n 2, (x*,PKx*) without any ambi­

guity, because the results do not depend on the representative point 
in PKx* used to calculate them. 

COROLLARY 3. PKx* is a bounded closed convex set for every x* E X* .. 

THEOREM 3. x* E JK if and onZy if PKx* = J-lx* n K. 

Proof. It is obvious that if PKx* = J-lx* n K then x* E JK. Converse­

ly, if x E K and x* E Jx, then for each y E PKx* there is a y* E Jy 

and a u* E 3wK(y) such that x* = y*+u*, and so 

(x*-y*,x-y) + (u*,y-x) = O. 

The two terms on the left are nonnegative, the first by monotonicity, 
and the second because u* is normal to K at y. Hence both vanish. 
From <x*-y*,x-y) = 0 it follows that y E J-lx*, and hence, since this 

holds for every y in PKx*, that PKx* C J-lx* .n K. The opposite inclu­

sion being obvious, the theorem is proved. 

COROLLARY 1. R(PK) = K. 

Proof. From the definition of projector R(PK) C K, and from the above 

theorem PK(JK) ~ K, so R(PK) = K. 

COROLLARY 2. 
(8) 
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COROLLARY 3. 

(9) 

Proof. From Theorem 1, Curollary 5 and Corollary 2 above. 

THEOREM 4. A subdifferential operator P: X* -+ 2x is a projector if 

and only if it satisfies 

(10) 1 2 Px* = a[(x*,Px*) - "2 IIPx*n ], 
1 2 

where the notation is construed to mean that (x*,x) - "2 UxU takes 

a constant value for x E Px*, and that the resulting function, assu­

med equaL to +~ when Px* is empty, is a proper l.s.c. convex function 

of x*. 

Proof. Necessity is the content of Theorem 1, Corollary 4. As for suf 
ficiency start out by remarking that V(P) is convex because by hypo­
thesis it coincides with the domain of a los.c. convex function. We 
claim that P is locally botmded about each point in space. Indeed, if it were 

not there would be a point x*and a sequence{x~}7 C V(P) such that 

x~ -+ x*, upx~n t +~, and then (X~,PX~) - t npx~u2 -+ -co, implying, by 

lower semicontinuity, that (x*,Px*) - t IIPx*11 2 = -~, which is impos­

sible. Then, local boundedness coupled with demicontinuity (itself a 
consequence of maximal monotonicity) require that V(P) be closed. Now, 

if u is normal to V(P) at x* then, by maximal monotonicity again, 
Px* + tu E Px*, t ~ 0, and u = 0, since Px* is a bounded set. Having 
no nonvanishing normal V(P) is the whole space. (The foregoing argu­
ment isa particular case of the theorem that says that a maximal mo­
notone operator is surjective if and only if its inverse is locally 
bounded [4]). 

Next we observe that (10) amounts to 

[(x*,Px*) - t IIPx*U 2] - [(y*,Py*) -} UPy*1I 2] ;;;.(x*-y*,y), 

V x*,y* E X*, V Y E Py*, that is, to 
1 2 1 2 (x*,Px*) - "2 HPx*1I ~ (x*,y) - "2 lIyll , V x*,y* E X* , V Y E Py*. 

Hence, since for y E Px* the right hand member of this inequality 
coincides with the one on the left, 

1 2 (x*,Px*) -"2 IIPx*1I = s~ {(x*,y) - t lIyU 2}. 
ye:R(P) 

As the closure of the range of a maximal monotone operator R(PJ is 

convex [cf.51, and the supremum above is (Q + ~R(P»)*(x*) = 

= (x*,PR(P) x*) - t gpR(P) x*02. Finally, 

Px* = <H(x*,Px*) - t IIPx*n 2] = a[(x*,PR(P) x*) - t OPR(P) x*11 2] 

= PR(P) x*. Q.E.D. 
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n 
THEOREM 6. ~ PK. is a projector if and only if 

1 3. 

(11 ) 

n 
In such a case ~ PK . 

1 3. 

n 

P 

const. 

n 
~ K. 
1 3. 

Proof. If ~ PK. is a projector then the subdifferential of 
1 3. 

n 
( x*, cL P ) x*) -

1 Ki 

1 n 2 n 
-211 (~ PK ) x* II , namely ~ PK x*, is contained in that 

1 i 1 i 

of i [(x*,PK.x*) - }IIPK.x*1I 2], and in consequence both convex func-
1 3. 3. 

tions coincide up to an additive constant, that is, (11) holds. Con­
versely, if (11) holds, then 

n 

( x*, cL P K) x* ) 
1 3. 

and 
n 

a[(x*,eI PK)x*) 
1 3. 

}IIPK.X*1I2] + const, 
3. 

Since the subdifferential of a convex function is monotone, and 
n t PKi maximal monotone [6], the above inclusion is in fact an equa-

n 
litYi and ~ PK is a projector because it satisfies relation (10). 

1 i 

Thus the first part of the theorem is proved. As to the last, note 

1 2 n 
first that if fi(x) = % IIxU + ~K (x), i = 1,2, ... ,n then I PK. 

i 1 3. 

n n 

L a£~ a I f~ because the f~'s are continuous [6]. Hence 
1 1. 1 1. 1. 

n n n 
R(I PK) R(a ~ f!) = V (a (I f!)* = V(a(£pf2 D ... Dfn)), and,as the 

1 1. 1 1 

domain of the subdifferential of a l.s.c. convex function is dense 
in the domain of the function [1] , 

n n n 
Therefore, R(I P ) ~ K Now, if ~ P is a projector its range 

K. i K. 1 1. 1 1 1. 

n-- n n n n 
is closed and ~ K ReI P ) c ~ K. , whence R(~ P ) = L K The 

i i i K. i 1. 
1 

K. t i 
1. 1. 

proof concludes by remarking that any projector lis the projector on 
I 
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its range. 

§2. CONICAL PROJECTORS. 

Projectors on closed convex cones with vertex at the origin are called 
conical projectors. It is clear that a projector on a convex set is 
positive homogeneous when the set is a cone with vertex at 0, and only 
then, so that the class of conical projectors coincides with that of 
positive homogeneous projectors. The letter C will be reserved to de­
signate the above type of cones, so that Pc will always indicate a co­
nical projector. 

The dual of a cone C C X in the cone in X* 

( 12) C1 = {x* E X* I (x*,X) ';;0, x E C}. 

C 1 is nonempty, closed and convex. The operation of taking duals has 
the following properties: 

( 13) 

For linear spaces 1 coincides with the operation of taking anihila­
tors. The indicator functions of dual cones are conjugate oi' each 
other. We leave to the reader the verification of these fadts. 

The original definition (1) acquires a special form in the case of 
projectors on cones: 

THEOREM 6. 

(14 ) {x E C I (x*,x) [ sup (x*,u)]2} 
ue:c,lluD:;;1. 

Proof. If x minimizes! Hyn 2 - (x*,y) over C, then, for any x E C 

! t 211xU 2 - t (x*,x) as a function of t attains its minimum on the po­

sitive real axis at t = 1, and hence ftxR2 = (x*,x). Therefore 

x E Pcx* if and only if nxu 2 (x*,x) and 

IIxl1 2 hl1 2 1 - ---z- ---z- - (x*,x) = inf z{U y11 2 (x*,y)} 
ye:C 

inf inf {! t 2 UYll2 - «x*,y)} 
ye:C t~O 

{ 
0, if ( x* ,y) .;; 0 

inf 1 v 2 
( * -L-) l'f (x*,y) > 0 ye:C -z x., llyn 

1 2 -z [ sup (x*,u)] . 
ue:C,UuU:;;1 Q.E.D. 

It is worth remarking that any x " 0 in Pcx* is of the fo.rm (x*,u)+u, 

where u is a vector in C maximizing (x*,v)+, so that Pcx* is simply 

obtained by looking for the directions in C making the smallest angle 
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with x* and projecting on them in the ordinary sense. This geometri­
cal defHli tion may very well be' taken as' the point of departure for 
the theory of conical projectors. It is indeed the idea of "least an­
gle mapping" what lies at the roots of projectors. J.P. Aubin has 
used this idea to define projectors on linear spaces [11. 

THEOREM 7. 

, (15) IIPex*n 2 = (x*,Pex*) = [ sup (x*,U)] 2 = 6\(x*), 
uEe,Dul~1 e 

15 l(x*) denotes the distanae from x* to Cl . 
e 

",here 

Proof. Only the last equality requires a proof. By Theorem 1, Corol­
lary 3, 

(x*,Pex*) - ! UPex*U 2 (Q+$ )*(x*) = (Q* 0 $*) (x*) = (Q* 0 $ ) (x*) = e e el 

inf 
1 y*Ee 

! Ux*-y*U 2 = ! 62l (x*). 
e 

Sl."nce (x* P x*) - 1:. IP x*U 2 " I t b th 1 IP *U 2 d 1 ( * P *) , e 2 e l.S equa 0 0 '2 eX an '2 X , eX , 

the theorem is proved. 

COROLLARY 1. 

COROLLARY 2. 

( 16) P x* = a1. UP x*U 2 = 0-21 62l (x*). e 2, e e 

Next theorem establishes a relation between projectors and nearest 
point mappings. 

THEOREM 8. (I*-JPe)x*n Cl is the set of points in Cl aZosest to x*. 

(1* denotes the identity map in X*). 

Proof. If z* E (I*-JPe)x* n Cl then x*-z* E JPex* and Rx*-z*U = 

= iJPex*11 = HPex*n = 6d-(x*), which shows that z* minimizes the dista!! 

ce from x* to points in Cl . 

Conversely, if z* E Cl realizes the distance from x* to Cl , then 

1.152 (x*) =! ux*-z*n 2 • Since on the other hand !62 l (y*) ';;;!lly*-z*n 2 
2 el e 
for all y* E X*, and since a!6 2l (x*) = Pex* (Corollary above), 

e 
1- 21 212 12 '2 Uy*-z*U - '2" nx*-z*n ;;. Z6el (y*) - '26 el (x*) ;;. (y*-x*,Pex*), y*EX*, 

whence by definition of subgradient, 

1 2-1 Pex* c a'2 Dx*-z*1 = J (x*-z*) , 

that is, z* e x* J Pex*, completing the proof. 
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If we let IT l:X* -+ 2X* denote the nearest point mapping on C1 we can' 
e 

give this theorem a form suggestive of Moreau's decomposition of a 
vector in Hilbert space along orthogonal directions in dual cones [31. 

COROLLARY. For any x* E X* there are vectors u and v* such that 

(1 7) 
1 

x* E Ju+v*, u E C, v* E C , (v*,u) = O. 

Moreover, if (17) holds then u E Pex* and v* E IT lX*. 
e 

Proof. The possibility of decomposition (17) follows from Theorem 1, 

Corollary 6 and the theorem above. As to the last part notice that if 
1 v* E C and (v*,u) = 0 then v* E a~e(u), and apply Theorems 1 and 10. 

Projectors and nearest point mappings are the same objects in Hilbert 
space. If the identification of the space with its dual is made ex­
plicit this coincidence can be expressed by the equation 

( 18) 

Now, is this relation characteristic of Hilbert space? We don't know, 
we only conjecture that it is. The following theorem gives some sup­
port to our contention. 

THEOREM 9. Let X and X* be duaZ refZe~ive Banach spaces. Then if the 

duality mapping J: X -+ 2X* is bijective, and 

(19) 

(20) 

PeJ for alZ straight Zines and hyperpZanes C C X, 

-1 Pe*J for aZZ straight lines and hyperplanes C* C X*, 

X is a Hilbert space. 

Proof. By Theorem 2, Corollary 1 all projectors are single valued, 
and on use of Theorem 8, (19) and (20) can be written in the form 

(I*-J Pe)x* = P lJ- 1x* 
e 

If in the first of these equations P lX is repl~ced by its expression 
c 

derived from the last one obtains 

that is, 

In a similar manner 

J-l(x*~pc*J-lx*) = J- 1x* - J- 1Pc*J- 1x*. 

Making in the above equations the follo'wing identifications 
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C = {tu} -oo<t<+oo , C* = {tJu} , x = v, x*= Jv -oo<t<+oo 

where u and v are any two unit vectors, one gets 

J(v-(Jv,u) u) Jv - ( Jv, u) Ju 

J(v-(Ju,v) u) Jv - ( Ju, v) Ju 

Set r = v-Su, s = v-~u, ~ (Ju,v), S = (Jv,u) and on use of these 
identities proceed to the following calculations: 

( Jr, r) 

(Js,s) 

(Jv-8Ju,v-Su) 

( Jv-aJu, v-au) 

1+S2-S2-Sa 

1+S2_aS_a2 

1-aS 

1-aS 

(Jr,s) (Jv-SJu,v-au) 1+~S-aS-aS 1-aS. 

Therefore, (Jr,s) = IIJrll 2 = IIsll2 and by definition of J, Jr Js. 

This implies r=s, which in turn yields a=S, that is, (Ju,v) (Jv,u). 

This equation, valid for unitary u and v, is at once extended to all 

u's and v's in X by use of the homogeneity of J. But then J is a self 

adjoint mapping of X onto X*, and as such linear. It follows that 
2 

II xII = (Jx,x) is a quadratic form, and the theorem is proved. 

Theorem 4 takes a simpler form in the case of conical projectors: 

THEOREM 10. A positive homogeneous-subdifferentiaZ operator 

P: X*~ 2X is a conical projector if and onZy if it satisfies 

(21) 
1 . 2 

Px * = a 2" II Px * II . 

Proof. It follows from Theorem 4, and equation (15) that a conical 

projector satisfies (21). Conversely, if a positive homogeneous sub-

differential P satisfies (21), then, since it also satisfies 

1 Px* = a2" (x*,Px*) 

that is l IIPx*1I 2 

P is a projector. 

2 ,[91,IIPx*11 = (x*,Px*) (use the fact that PO*=O), 

(x*,Px*) - l IIPx*lI. Hence, (10) holds for P, and 

COROLLARY. A positive homogeneous subdifferential operator 

P: X* ~ 2X is a conical projector if and only if 

(22) IIPx*1I 2 = (x*,Px*) ,'tJ x* E v(P). 

Proof. Necessity is contained in Theorem 7. If, on the other hand, P 

is a subdifferential operator satisfying (22), then Px* al (x*,Px*)= 

= al IIPx*1I 2 , and I is a projector by the above theorem. 

Now we turn our attention to the important question of when a sum of pr.'!.. 

jectors is a projector. 

n 
THEOREM 11. 1: pc. is a conical projector if and only if 

1 1. 
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n 
PC.x*i 2 

n 
npC.x*n 2• (23) II ~ ~ 

1 l. 1 l. 

In such a case 
n 
~ pc. P n 1 l. 

~ C. 
1 l. 

.Proof. This is a particular case of Theorem 5. The constant in equa­
tion (11) is zero because all P 's vanish at x* = O. 

C. l. 
It may be checked that if all Cl."s are rays: {tu.} ,nuin = 1, (23) 

l. t>Q 
, - n 

simply says that IIxU 2 is quadratic over the n-hedron {~ t. u.} , 
1 l. l. ti~Q 

and that the ui ' s are orthogonal with regard to the induced scalar product, 
n 

or more briefly, that {~ ci,n O} is a 2n -tant of an n-dimensional 
1 

Hilbert space. Based on this remark the system of n cones satisfying 
the Pythagorean relation (23) may be conceived as a generalization of 
an orthogonal n-tuple of vectors where the vectors are replaced by cQ 
nes. Accordingly we shall.say that such cones form an orthogonal n­

tuple, and shall use the notation C1 1 C2 1 ... 1 Cn or PC11 Pc21 ... lPCn 

to denote this fact. It is remarkable how much of the Hilbert space 
structure is brought into the space by the requirement that a proje£ 
tor should split into the sum of others. 

THEOREM 12. C11 C2 1 ... 1 Cn if and on~y if 

(24) 

In such a case the infimum is a~ways attainab~e. 

Proof. C1 1 C2 1 ... 1 Cn is equivalent to 

1 
"2 UPn 

~ Ci 
1 

which by taking conjugates and recalling that the conjugate of 't UP cx*U2 

is t IIxU 2 1 1/Jc(x) (Theorem 1, Corollary 3, and (15)) becomes (24). 

To see that the infimum is attained take n sequences {x~k)}7 C Ci 
n 

such that ~ 
i=l 

(k) x. l. = x. Since the sequences are 

~bviously bounded they can be assumed to be weakly convergent to li­
mits xi in Ci respectively. Then, the limit inferior of the norms 

being larger than the norm of the weak limit, we must have 
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x. 
n 

(Briefer but less direct: R(Pn 

L C. 
1 l. 

= L C.). 
1 l. 

For the inversion of the statement: If C11 C21 ... 1 Cn' then 
n 
L Ox.H 2} , we need a couple of 
1 l. 

lemmas. 

LEMMA 1. Let C1 1 C2 1 •.. 1 Cn ' Then 

n n 
{J(L x.) n J(L x!) 

1 l. 1 l. 

. n 2 n 2 n 2 n 2 
#- 0, II LX. II = L H xl.' II , II LX! II = L II x' U 

1 l. Ill. 1 i ' 

xi,xi E Ci ' i = 1,2, •.. ,n} impZies {Jxi n Jxi #- 0, i = 1,2, •.. ,n}. 

Proof. From J(I xi) n J(I xi) #- 0 it follows Ht(I x.)+(l-t)(I x!)11 2 
1 Ill. 1 l. 

= const., for O~ t ~ 1. Then, 

tIII X.11 2+(1-t) 
1 l. 

n n 
litO x.)+(l-t)(L x!)II2 

1 l. 1 l. 

n n 
II LX! 112 = L (t Ilx . II 2 + (l-t) Ilx! 112 );;;. 
1 l. 1 l. l. 

;;;. ! H tx. + (l-t) x! H 2 , 
1 l. l. 

O~t~l , 

and by Theorem 12, since tXi + (l-t)xi E Ci ' 
n 
L II tx . + (1 - t) x! 112 
1 l. l. 

n 
;;;. ilL (tx.+(1-t)x!)11 2 

1 l. l. 
so 

I IItx.+(1-t)x!1I 2 = lit I xl..+(l-t) I X!1I2 = const. 
1 l. l. Ill. 

Now, the sum of the squares of convex functions being co~stant if and 

only if the individual terms are constant, we must have, 

Utx.+(l-t)x!1I 2 = const., 0 ~ t ~ 1, from which it follows l. l. 
JX i n Jxi #- 0 , i = 1,2, •.. ,n. Q.E.D. 

LEMMA 2. If C1 1C2 1 ... 1 Cn> then 

{IIIx.1I 2 = 
n 

Ilx. n 2, L x. E C.} .. {P 
l. l. l. 1 l. 1 

n 
V x* E J(L x.)}. 

1 l. 

Proof· By Theorems 3 and 11 , 

P x* J - 1x* n n CL cO) 

Hence, jf 

pectively, 

n 
L Ci 
1 

xi,x2'''''x~ are 

n 
E J- 1x*, L x! 

I l. 

1 l. 

any n 

and x* 

C. l. 
:r.* E J- 1Jx., 

n 
!;' l' * L C. X , 
1 l. 

l. i 1,2, ... ,n, 

n 
V x* E J(L x). 

1 

points in P x*,P x*, •.. ,Pc x* 
C1 c 2 n 

n n 
E J(L x. ) n J(L X!) . 

1 l. 1 l. 

res-
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-1 The lemma above then yields JX i n Jxi 1 0, that is, xi E J Jx i , 

i 1,2, ... ,n, and since xi is any point in pc.x* 
l. 

-1 P x* C J Jxl.. , c i 

i 1,2, ... ,n. 

THEOREM 13. If C11 C2 1 ... 1 Cn' then 

n t IIxill2, xi E Ci ' i = 1,2, ... ,n} 
n 

- {xi E pc.x*, i = 1,2, •.. ,n, '\I X*E JO: x.)} 
l. 1 l.. 

Proof. Assume that the proposition on the left holds. Then, by last 
n 

lemma, IIP c .x*1I = lIxi"' 
l. 

x* E J(I x.), and so, since IIxili = IIP c .x*1I = 
1 l. l. 

sup (x*,u i ), (x*,x i ) 
UiECi , lIuill~1 

IIx.1I 2 < 0, i = 1,2, ... ,n, and adding up l. 

these inequalities, 

n 2 n n 2 
I [(x*,x.) - IIx.1I ] = (x*,I x.) - I IIx.1I 
1 l. l. 1 l. 1 l. 

n 2 n 2 
=IIIx.1I -IIIx.1I =0 

1 l. 1 l. 

Therefore, (x*, xi) 
2 

IIPc .x* II 
l. 

* 2 sup (X ,U i )] , and by (14) 
uiECi' Ilui IIS1 

xi E pc.x*, proving the implication from left to right. The opposite 
l. 

implication is but a quantification of (23). 

COROLLARY. 
n 

J-I JPc .x* (26) H pc. P } '* {p x* C pc.JPn x* C n C. n c. l. 1 l. 
I c. l. l. 

I c. l. 
1 l. 1 J 

i 1,2, ... ,n, '\I x* E X*}. 

Proof· Let x1 ,x2 ' ... ,xn be points in Pc x*'Pc x*""'Pc x* respecti-
1 2 n 

n 
vely. Then by Lemma 2 and the theorem above x. E Pc J(I x.) C 

l. ill. 
C J- 1JX i n Ci ' i = 1,2, ..• ,n, whence (26) follows from the fact that 

n 
when the xi's range over the sets pc.x*, I 

l. 1 
Xi ranges over P~ x*. 

I c. 
1 l. 

R () -1 * EMARK. By 8 J JPc x n C. 
i l. pc.JPc.x*, 

l. l. 
so that the right member 

of (26) can be written in the form Pc .x* C 
l. 

Comparison with (8) prompts the conjecture 

pc.JPn 
l. I c. 

1 J 

that the 

x* C pc.JPc . x*. 
l. l. 

last inclusion 

not proper, that is, that pc.JPn = pc.JPc .' However, this is not 
l. I c l. l. 

1 k 
true in general. Consider the following example: 

Let X and X* be the dual two dimensional Banach space with norms: 

is 
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1(1~112 +1~212)1/2, ~1~2 > 0 

UxU = 

1~11 + 1~21 , ~1~2 ~ 0 

, OX*II = I (1~11 + 1~~1)1/2, ~1~~ > 0 

max(lql,lqD , q~~ ~ o. 

The second and fourth quadrants in X, wich we call C1 and C2 respecti­

vely, form an orthogonal couple, and J- 1 = Pc +P c . For any ,x* E X* in 
1 2 

the first quadrant and away from the axes JP c +c x* = x*, and JP c x* = 
1 2 1 

= x1, where xi is the Euclidean projection of x* on the i-axis. Moreo-

ver, Pc J 
1 

Pc +c x* = Pc x* is a singleton xl on the Z-axis, whereas 
1 Z 1 

Pc JP c x* 
1 1 

J- 1x* n C1 is a straight line segment through xl across C1 

parallel to the first quadrant bisector. Obviously Pc J Pc +c x* # 
lIZ 

# Pc J Pc x*. 
1 1 

Ail that has been said of conical projections from Theorem 11 on ap­
plies also to projections on general convex sets, the only difference 
being the presence of an additive constant all throughout. 

THEOREM 14. If C1 l Czl ... 1 Cn then 

(Z7) Pc .(tI*+(1-t) J Pn 
1 \;' 

t. c. 
1 J 

pC.' 0 < t ~ 1, i=1,Z, ... ,n 
1 

Proof. For x* E X* and y* E J Pn 

o < t ~ 1. Now 

L C. 
'I J 

x* set z*(t) tx* + (1-t)y*, 

sup (z*(t),ui > ~ t sup (x*,U i ) + (1-t) sup (y*,u i > 
uie:ci , nui ll Sl uie:ci , UUi ll Sl uie:c i , gUi DSl 

By (Z6) IIPc .y*1I 
1 

tOPc.x*1I + (1-t)UPc .y*H. 
1 1 

IIPc.x*1I so, 
1 

sup (z*,u i > ~ DPc.x*U. 
uie:ci , lIu i US1 1 

Moreover, by hypothesis and cho!ce of y* there are pOintszxiE PCix*, 

i = 1;Z, ... ,n such that y* E J r x .. Since (x*,x i > IIx i " by (14), and 
Z . 112 

(y* ,xi> = llxill by (Z5), we have (z* (t) ,xi> = Ilxi U liP x*U 2 c i 

t = 1,Z, ... ,n. In view of what has already been proved these equations 
mean: that the suprema of (z*(t),ui > ,(x*,Ui ) , (y*,u i > over the ui's 

in Ci with lIuili ~ 1 are attained simultaneously and are equal to 

IIPc.x*lI. Then, 
1 

{Vi E pc.z*(t)} -{lIvill = sup (z*,ui ) 
1 uie:Ci,IIUi OS1 

liP x*11 c i 
(z*(t) ,vi} = II Pc .x*D 

1 
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ui£Ci.lui 1'S1 
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sup (y*. ui) 
u i £Ci'lui USI 

IPc.x*U, (X*,Vi) 
1 

= (y*. V. ) 
1 

)ViI2} -{Vi E PC.X*. Vi E PC.y*} 
1 1 

and hence 

P (tx*+(l-t)y*) 
Ci 

PC. X* n PC. y*. 0 < t 0;;;; 1 • i 1.2 •••.• n. 
1 1 

Since y* is any point in J Pn x*. 

l C. 
1 J 

X* 

and an appeal to the previous theorem concludes the proof. 

COROLLARY. For any conical projector. 

(28) 

Ppoof· Set in (27) C1 = C. C2 = C3 = ••• 

The geometrical meaning of the relation C1 1 C2 1 ••• 1 Cn is not suf­

ficiently clear from defining Pythagorean relation (23), nor from 
(24). In Hilbert space each cone is the dual of the sum of the others 
relatively to the total sum [9. Equation 2.10]. A similar result 
holds in reflexive Banach spaces. 

LEMMA 3. 

(29) 

Ppoof. Let Xj E Cj , yj E Jx j • Then, since by (8) Xj E PCjyj C J- 1JXj • 

UX. + I Pc y~n2 
J i;lj i J 

UXJ.1 2 + l IPC.YJ~12 
i;lj 1 

and by definition of J, 

2 '2 2 2 I IPc y~1 = Ix. + l Pc y~B - Ox .• ;> 2(y~. l Pc' YJ~)= 2 I IPc y~n . 
i;!j i J J i"j i J J J Uj i i;!j l' J 

Hence. Pc y~ 
i J 

0, that is. y~ cd:, i;lj, and J C. c n C~ = (l C1.)1. 
J 1 J i" j 1 i,& j 

THEOREM 1 S. 

(30) C1 1C21 ••• 1C .. C. = J-l[( I C.)1] n (r Ck ) , j 
n J i,lj 1, k=1 

1.2 ••••• n. 

Ppoof. By Lemma 3. C. C J-l[ (.r Ci )1]. and since CJ• C r Ck • 
J 1~j 1 

-1[" 1 ~ C. C J (L' C.) ] n (L Ck ). 
J i,&j 1 1 
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This is half of (30). To prove the other half start with an x. in 
J 

r 1[ ( C .)11 
n 

L n (L Ck), and then observe that 
i;!j l. 1 

x. E C1 + C + .. . + C n' x . E J- 1x* , for some x* E ( L C .)1 n C~. 2 j j J J i;!j l. i;!j l. 

So 

x~ E Jx. C J(C 1 + C2 + ... + C ) 
J J n 

and by Theorem 3, 

J-1x~ 
n 

x. E n (C 1 + C2 + ... + Cn) = P x~ L Pc x~ pc. x~ C Cj ' J J n J J J 
L ck 

1 k J 

J-1[ ( 
1 n 

and since x. was any 'point in L C)1 n (L Ck) , 
J i;!j 1 

n 
J-1[ (L Cl..)] n (L Ck) C CJ., 

i;!j 1 
concluding the proof. 

n 
COROLLARY. In the relation Pc 

remaining one. 

L Pc any n projectors determine the 
1 k 

We do not know if the arrow in (30) can be reversed. The most that we 

can say is that this is the case in Hilbert spaces of dimension not 
larger than three. 

§3. CONCLUSION AND COMMENTS. 

The material set forth in the preceeding pages is essentially all we 
know about projectors in reflexive Banach spaces. No doubt the discu~ 
sion can be carried further still, and we hope that .it will be, for, 
as it stands the extent of our knowledge is insufficient for the pro­
per development of a spectral theory. Let us point out here to some 
of the most visible shortcomings. 

In the first place it is not known if the relation Pc > Pc ' defined 
1 2 

as meaning that Pc - P is a projector, is a partial ordering for 
1 c2 

projectors. Indeed, there is 'no proof of it being transitive. 

Important as transitivity is, spectral theory requires something 
stronger still, namely that any sub k-tupleof an orthogonal n-tuple 
of cones be again orthogonal. This is necessary if the spectral meas~ 
re built out of a spectral resolution is to be projector-valued. In 

Hilbert space this is a consequence of Pc > Pc being equivalent to 
1 2 

Pc JPc = Pc . No such equivalence has been established in reflexive 
2 1 2 

Banach spaces, we only know that if J- 1 is single valued Pc > Pc im 
1 2 

plies Pc JPc = Pc (Corollary, Theorem 13). 
2 1 2 

Another important property, which in Hilbert space lies buried under 
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the homogenity of orthogonality, is the following; 

If C 1 1 C 2 1 ... 1 en' 
n 

(IILX.U 2 • 
1 1 

and xi E Ci , i • 1,2, ... ,n, then 

n '2 n 2 n 2 
x l' II • L ex ~ Ux. II , ex. ;;. O}. L Ux. n } .. { II Lex. 

1 1 1 1 111 1 

The whole of functional calculus is based on it. Needless to say that 
we have no evidence that it holds in reflexive Banach spaces. 

These examples should suffice to show the need of further research. 
Maybe some of the sought properties are not valid in general. If so, 
we anticipate serious difficulties in bringing such facts to light, 
for the construction of counterexamples is a hard task in this field. 
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