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ON SCALAR CONCOMITANCE OPERATORS 
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INTRODUCTION. 
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The theory of concomitants had a great development during the last de­
cade, due to the systematic use of the invariance identitites [5]. 
Being its language the classical tensor analysis, sometimes there is a 
lack of precision both in the results and in ·the techniques of proof. 
Following the current trends about the use of the language af jets for 
every local problem in differential geometry [1], in this paper we st~ 
dy a possible setting of the concomitants in that context. We do not 
consider the most general possible case, i.e., a geometric object con­
comitant of certain geometric objects, but the most commonly used, i.e., 
scalars concomitants of arbitrary tensors and their derivatives up to 
a finite order. 

In section 1, we give the preliminaries that we need in the following 
sections(for further information see [4]). In section 2, we propose 
the definition of the concomitance operators and the invariancE' ident!. 
ties they must satisfy, and we show how classical statements of the tr 
pe "Let L be a concomi tantof ••• " can be translated into this language. 
Finally, in section 3, we show how the concepts developed in the pre­
vious section can be used to prove rigorously two particular results 
of the theory not previously known. 

1. PRELIMINAIRES. 

Let M and P be differentiable manifolds with dimensions m and m+n res­
pectively, and let w: P --+ M be a surjective submersion (i.e., its 
differential is everywhere surjective). A Zoaal- seat ion of 'Ii" is a dif­
ferentiable function s: U --+ P, where U eM is an open set, such that 
w 0 s = id. We will denote r(U,p) the set of all local sections whose 
domain is U. 

For s1 E r(U 1,p), s2 E r(U2 ,p) and Xo E U1 n U2 ' we say that s1 and s2 

are equivalent if, in local coordinates, their partial derivatives up 

to k-th order are the same at xo. Let pk(xO) be the quotient and let 

pk be the union of all pk(xO) for Xo E .M. We define the projection 

wk : pk --+ M the natural way, wk(y) = x iff y E pk(~). 
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For s E r(U,p) we define 

Jk(s): U --+ pk 

k as the mapping whose value at xo' J (s)(xo), is the equivalence class 

of s for the relation defined above. We will say that Jk(s) is the k­

jet of s. We also define, if k ~ h, ~~: pk --+ ph by 

~~(Jk(s)(x)) = Jh(s)(x) 

It is easy to See that po ~ P. 

An adapted chart is a 3-tuple (U'¢o,¢), where U C P is an open set and 

¢O: ~(U) --+ Rm, ¢: U --+ RmxRn are diffeormisms commuting the diagram 

U 

~l 
~ (U) 

(PI: projection onto the first factor). 

For an adapted chart (U'¢o,¢), let 

V = (~k)-I(U) 
U 0 

k 
h"= m + n + n I 

i=1 
c' . m,l. 

( 1 ) 

where c' . is the number of combinations with repetition of m elements m,l. 

taken i times. 

If Y E VU' then it will be y 
define: 

and ¢k: Vu --+ Rh by 

Jk(s) (~k(y)) for some s E r(W,U). We 

(1 .;;; i .;;; n) 

(1 .;;; t .;;; k 

¢k(y) (<Po(x) ,si(¢O(x)), ... ,s!I ... ak (¢O(x))) , 

where x = ~k(y). The family of all (Vu,¢k) is an atlas for pk, and so 
pk is a differentiable manifold with dimension h given by (1). 

2. CONCOMITANCE OPERATORS. 

LetM be a differentiable manifold with dimension m and, for a natural 

number c and non-negative integers rl,sl' ... ,rc'sc' let 

p (2) 
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where Tr (M ) is the tensor product of M (r factors) and M* (s fac-
s p p p 

tors). As in the case of tensor bundles, it is easy to see that P has 
a natural differential structure with dimension: 

c r.+t. 
m + n L m l. l. + m (3) 

i=1 

The natural projection w: P --+ M is clearly a surjective submersion. 
r· 

To have a section s E r(U,p) is to have c sections s. E r(U,T J(M)) 
J S j 

such that: 

s(p) = (sl(P), ... ,sc(p)) for all p E U 

If A = {(x,U)} is an atlas for M with x(U) Rffi , then we have an atlas 
-1 -1 ffi n A' = {(tu'w (U))} for P, where tu(w (U)) R xR. Using the results 

outlined at the previous section, we obtain an atlas 

where h is given by (1) and n is given by (3). 

Let (x,U) be an arbitrary but fixed chart for M with x(U) 

for each chart (x,U) with x(U) = Rffi let 

be the map given by 

k iii _ -k (k)-1 ( ( ) b i b i ) 1jJ (x) (b ,b , ... ,b~ ~ ) - </l 0 </l x p, , ... , at at 
P at 1 u 1 ' •.• ,uk 1 ' ••• , k 

where b i are the last coordinates on P given by the adapted chart 

(and so 1 ~ i ~ n, where n is given by (3)). 

Let A be the set of all such functions 1jJk(x) for (x,U) a chart on M 
p 

with x(U) = Rffi. 

LEMMA. A ~ GL(m,R)x Rq, where q = dim pk+l - 2m - m2 and P 
with the naturaL projeation onto the first faator. 

Proof. We define f: A -- GL(m,R) x Rq by 

f(1jJk(X)) = (B~ (p),B~ . (p), ... ,B~. . (p)), 
p J J 1J 2 J 1J 2 ···J k +l 

where 

,. 
and 1 ~ j 1 ~ j 2 ~ ... ~ j S ~ m . for all 1 ~ s ~ k+ 1 . 

B'eing x 0 x-I an invertible mapping, then it is clear that 

MxM 
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(B~ (p)) E GL(m,R), and so f(A) C GL(m,R) x Rq. Let 
J 

g: GL(m,R)"xRq --+ A 

be the mapping defined in the following way. For 

(c~,c~. , ... ,c~ . ) 
J J1J2 J 1 ... Jk+1 

E GL(m,R) x Rq, let (x,U) a chart on M with 

x(U) = Rm such that: 

B~(p) 
J 

i c. 
J 

(there is such a chart; just compose x with the polynomial of degree 

< k+1 whose coefficients are all c~ .). We define then: 
J 1 •.. J s 

g(c~, ... ,c~ . ) 
J J 1 .•• J k+ 1 

IjIk(X) 
p 

and it follows at once that fog = id, go f = id. III 

Each element of A is a (differentiable) function from Rh- m to Rh, 

then the lemma allows us to define an action of GL(m,R) x Rq over Rh- m. 

Let 

. be defined as 

where ~': Rh --+ Rh~m is the projection onto the last h-m coordinates. 

From the transformation law for tensors and their derivatives, it is 
clear that Hk is ~ differentiable function. 

We will say that an open set V C Rh- m is invariant by Hk if 

Hk (GL(m,R) xRq xV) C V. 

Now we are ready to give the general definition of the concomitance 
operators: 

DEFINITION 1. An (r 1 ,s1, ... ,rk ,sk)-saaZar aonaomitanae k-operator is 

a differentiable function 

F: V C Rh- m --+ R , 

where V is an invariant open set, such that 

F(b) = F 0 Hk(B,b) 

for all b E Rh- m and B E GL(m,R) x Rq. 

(4) 
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concomitance k-operator, then,-from (4) it follows that 

- k 
X (F 0 H ) = 0 (5) 

for all vector X tangent to GL(m,R) xRq C GL(m,R) xRq x Rh - m. The iden 

tities (5) are denoted inv~rianae identiti_s for F. 

It is clear that for a differentiable mapping F: V C Rh- m ~ R, the 

identities (5) are necessary and sufficient for F to be a concomitance 
operator. 

We are now in position, in each particular case, to say what it means 
for a scalar to be a concomitant of arbitrary tensors. For in~tance, 
if G is a 2-covariant tensor an.d X is a vector field, then we say that a 
scalar L (i.e., an element of Coo(M)) is a concomitant-of G and X up to 

k-th order if there is a (0,2,1 ,O)-scalar concomitance k-operator 

F: Rh - m --+ R such that, for every chart (x,U) on M: 

L(p) = F(g .. (p);g .. h (p); ... ;g .. h (p);ai(p); ... ;ah
i h (p)) , 

~J ~J, 1 ~J, k 1· .. k 

where G = dxi ® dxj and X = a i a and dot partial deri-gij i a means 
ax 

mZ 
k 

vation. It is here n + 2m and so h-m = n+n I c' 
i=i mZ+Zm,i 

3. APPLICATIONS. 

We are going now to study two cases of scalar concomitance. Let L be 

a scalar and let w E DieM), X E Di(M) be an 1-form and a vector field 
respectively such that w(X) is nowhere null. We say that L is a conco 

mitant of wand X if there is a (O,1,1,O)-scalar concomitance O-oper~ 

tor F: RZm --+ R such that, for every chart (x,U): 

where w i i a 
ljJ. dx and X = ¢ -~ 
~ ax" 

THEOREM 1. If L is a saalar aonaomitant of the 1-form wand the veator 

field X(with w(X) nowhere null), then there exists a funation 

g: RjO --+ R suah that L = go w (X) . 

Proof. Now it is k=O. If H = HO: GL(m,R)xR2m~ R2m is the action pr~ 
viously defined, then it follows at once that 

H(B,a,b) 

where B = (B~) E GL(m,R) and (a,b) E RZm. 
J 

Being q=O, the invariance identities (5) are equivalents to the mZ 

identities 
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(F 0 H) o 

It is easy to see that these identities, evaluated at B 

Fi(a,b)aj - Fj{a,b)b i = 0 

where Fi = DiF, Fj = Dm+ j F. 

for all (a,b) E R2m 

I, are 

If (xl"" ,xm,yl, ... ,ym) is the usual coordinate system en R2m, then 

we may write the invariance identities as 

i i F Xj = Fj Y (1 ..;; i , j ..;; m) 

Then, out of the coordina te axes, it is Fi Iyi 

functio"n c: R2m --+ R such that 

F./x j • Then there is a 
J 

F. = c x. 
J J 

(6) 

(everything being continuous, (6) is valid everywhere). 

For each t # 0, let 

t} 

Then St is an hypersurface of R2m. Let i: St --+ R2m be the inclusion. 

Then: 
d(F 0 i) i* (dF) = i* (F i dx. + F. dyi) 

l. l. 
(using (6)) 

i* (c yi dx. + c x. dyi) = i* (cd(yi x.)) = 
l. l. l. 

co i (d(yi x.o i)) = 0 
l. 

since yi xi 0 i is the function constantly t. Then FISt 

get), and so: 

and so the theorem is proved. III 

g(w (X )) 
p p 

const. 

g(w(X)(p)), 

We now consider G E D~(M), a 2-covariant non-singular symmetric ten­

sor, and X E DI(M), a vector field nowhere nUll. Let V = GL(m,R)x Rio' 

We say that a scalar L is a concomitant of G and X if there is a 
(0,2,1,0)-scalar concomitance O-operator F: V --+ R such that 

i) FIGL(m,R) x{a} is symmetric for every a E Rio' 

ii) if (x,D) is a chart on M, then L(p) = F(gij(P), .i(p)) , 

where G = g .. dxi ®dxj and X =.i a. 
l.J axl. 

THEOREM 2. Let L be a scaZar concomitant of the symmetric, non-singu-
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.tar Z-covariant tensor G and a vector fie td X nOlA1here nu 1-1-. Then there 

is a function 'h: R~o --+ R such that 

L h 0 G{X,X) 

Proof. Once again it is k=O and H HO: GL{m,R) xGL{m,R) xRm --+ 

~ GL{m,R)xRm is the function: 

Theinvariance identities (5) are equivalent to the m2 identities: 

a (F 0 H) = 0 
aBs 

t 

and, evaluated at B 

where Ftj = ~ F 

= I, they are Ftj{a,b){a .+a. ) = F{a,b) b t 
SJ J S S ' 

, S aXtj 

aF S ---s ' and (xij,y ) is the usual coordinate 
ay 

system on GL{m,R) x Rm. If a is symmetric, then it is: 

or else: 

Z Ftj (a,b) a . 
SJ 

F S (a,b) bt 

Ftj = 1 F yt xSj 
Z S 

Since F is symmetric, we get from (7): 

X. JS 

and so we deduce, as in the previous theorem, that: 

Now, for each t ~ 0, let 

St = {{x,y) E SGL{m,R) x Rm: x .. yi yj = t} 1.J 

(7) 

(8) 

where SGL{m,R) stands for the symmetric matrices of GL{m,R). If 

i: St --4- SGL(m,R). x Rm stands for the inclusion map, then: 

d(F 0 i) = i* (dF) i*(Fij dx .. + F dys) = (Using (7)) 
1.J S 

i* (1 F i xSj dx .. + F dys) = (Using Z S Y 1.J S 
i* (t c xhs yh yi xSj dXij + Fs dys) 

.* (1 j i d + i d j) 1. 2 c y Y xij c xij Y Y = 
1 .. 

i* (-Z C d(y1. yJ x .. )). = 
1.J 

-Z1 cO i (d(yiyj.x .. 0 i)) = 0 
1.J 

(8)) 

since x .. yi yj 0 i is the function constantly t. Then Fls const. 
1.J t 

= h(t), and so: 
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F(g .. (p) ,~i(p)) h(g .. (pHi(p)~j (p)) 
l.J l.] 

h (G (X ,X )) = h(G(X,X) (p)) 
p p p 

and so the theorem is proved. III 

Finally, we remark that theorem A.l from [21 and theorem 1 from [31 

can be equally translated into this language. 
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