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Ahstract 
The Picard's method for solving if = f (x, y) , y  (xo) = Yo is consid­

ered here for I f  (x ,  111) - f (x,  Y2) 1  S; j\;f (x) F ( 1111 - 112 1 ) .  The method 
introduced deals mainly with a majorant differential equation . It is  

showll that for rather general functions Al and F, llie difference of 
two consecutive successive approximations converges at eXIJonenlially 
decreasing rate. The maiu resul ts are an extension of the correspond­

ing one already obtai ned in C. P. Calderon and V. N. Vera de Serio 
(Wf)7) .  

Key Words :  8'llccessi'lIe apP'f"();l;imaliuns. 
imation of solutions. Osgood 's fltnci.ions. 

. M onld '8 theorem. 

1 Introduction 

Theon�tical app 'ru:/:­
La8alle '8 theorem . .  
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Recently [1] , we have obtained rather general results on the rate of conver­
gence of the successive approximations of the initial value problem 

y' = .r (: r: , y) , y (O) = O, ( 1 )  
for first order ordinary diiferentiaI

"
eql lations satisfying an Osgood's condition . 

The main result there reads as fo.Hows: 
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If f is a cOhtinuous functions on the rectangle R = [-a, a] X [-b, b] sllch 
that 

(2 ) 
for Ixl S; a ,  I Yi l S; b, i = 1 , 2 ,  where F verifies the modified Osgood's condition 

stated beluw, then the successh:e approximations 

x 

Yn- ! - l  (x) = J f (I., Yn (1)) dt 
o 

satis(y 

IYn+l (:1:) - Yn (x) 1 S; Crn , (3) 
for some 1', 0 < l'  < 1 ,  some C large enough and Ixl S; fJ ,  for some positive fJ, 

- . 
where we have chosen Iyo (x) 1 S; 77 , 1] >  0 sufficiently smalL 

A real valued function F is an Osgood 's fmiction if the following condi­
t.ions are met. : 

1 )  F is non-negative continuous and monotone non-decreasing on (0, fJ) , 
for some D > 0 .  

'» l '  f'x Ill. - c .  . ,  0 ,, <  { .. lmc-+o+ . e FU) - 00, 101 any .t , < .T, _ v .  

1)  and 2 )  above imply immedi at.ely t.hat. limx->o+ F (:1:) = O .  \Ve set F (0) = O. 
F is said to be a modified Osgood's function if it  is of the following form : 

d , 'j' W (8) If ( t. )  = f, -- ds , 
.' �I.j /. 

where 0 < cl S; 1 is a given const.ant and 'W is a non-negative continuous 
non-decreasing function on [0 , d] , such that 

d 

J 10 (8) 
-- ds = 00 .  

s o 

The following funct.iuns are the most. common modified Osguod's unes: 
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for some ° � Pi < 1, i = 1, . . . , k - 1 ,  ° < f3k � 1 , k = 1 ,  2, . . . . 
In this paper we extend the above resnlt to a case when a modified h'lontel 

or LaSalle 's conditions ( [4} , [3] ) are llsed instead of Osgood 's . Namely, let f 
be Borel measurable and in L= ( [-a ,  a] x [-b, b] ) , 1 I J l lco � 1 and 

(4) 

for Ixl � a, I Yi l � b, i = 1 , 2 ,  'where AI (x ) > ° is continuous for x #- o .  
F (y) 2: 0 i s  continuous for y 2: 0 ,  positive for y > O .  Finally, they satisfy: 

l'a dl l·a liml- /,' ( ) -- 111 ( t ) dl = 00 .  
e-+O ' e  t. . c 

(5) 

The above property is known as LaS alle ' s  condition . Montel' s  condition in 
addition requires the finiteness of the integral of ivl : 

loa Iv! (t ) rlt < 00 .  

The latter case can be reduced t o  the classical Osgood's  one (Remark 2 ,  
Section 2) . 

For the LaSalle's case we will also consider the alternative condition 
'\veaker than (5) , 

I'a dl l'a 
lim T' ( . ) - Al (1;) dt. = 00 ,  e-+O I- . I > (e) /1 /: , e 

(6 )  

for any non negative function v (x) = () ( ;r) , We will say that F and M satisfy 

the alternative LaSalle 's  condition if (6) holds , while M ( :r) > 0 is continuous 
' for x =f 0 and F (y) 2: 0 is continuous for y 2: 0 ,  positive for y > U ,  Notice ' 
that 

1" ( /'" (U ) . A1 (t,) fit, = 0 . /,' 
( 

) 
x , .. (x) t ('"' ) I / 

holds because of (6) , Under the alternat.ive LaSalle 's  condit ion the uniqueness 
of the solution of the initial value problem ( 1 ) follows . 

In this context we consider a convenient majorizing differential equation , 
namely: 

,:;' = AI} (:r) F (z) , 

where F i s  Osgood , F and 1\1! satisfy LaSalle ' s  condition and i'lt 
, 0  

AI (t) 1" ( I )  dt ::; h 
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for h > O.  Under these assumptions we obtain for the majorizing differential 
eqnation: 

(I) The sllccessive approximations 

Z1I 1 1  ( :1: ) = r Ai! (I)  F (Zn ( t ) ) dt io . 
converge uniformly to 0 , ° ::; ;c ::; 8, for some positive 0 ,  provided th�t the 
O-approximation is chosen to s atisfy the ineqnality 

I zo (:1:) 1 ::; I ·T I · 
(II) There exist.s at least one non-decreasing absolutely cont.inuous func­

tion (J , ,B (0) = 0 ,  such that 

while 

(Ill ) If in addi t ion 

V!i (V) =o (F' (V) ) and 

ra ,A (t) /\11 (t ) rit < 00 ,  ./0 

. l·e ,B ( t )  
hm D ( . ) dt = 00 .  

E-,(l + " " t 

-y(� (t�'i�?) is non-negative monotone non-decreasing in (0, 0) . 

then the sequence defined in part (I) satisfies the estimat.e 

I ( ) 1  .. ('''' n :::n :r . <. j T , 

\ :r: 1  ::; 8, for some 8, C and 1" 8 > 0 ,  C large enough and 0 < l' < 1 .  

(8 )  

The method introduced here deals mainly with the majorizing differential 
equation , for which LaSalle 's  theorem , [3] , is not applicable. The use of the 
majorant differential equation is introduced to have information on the speed 
of convergence of the successive approximations. On the other hand, this 
method gives an uniform majorization of the successive approximations for 
a large family of differential equations , namely for those funCtions f that 
sa tisfy (4) for fixed F and 1'11. 
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As a by-product of the results obtained for the majorizing differential 
equation we have similar results for the initial value problem ( 1 ) .  That i s ,  
the successive approximat.ions 

:r-

Yn l l  (:r) = J ! U, Yn (1 ) )  dt , 
o 

IYo (x) 1 ::; x, converge at least as fast as those of the majorant equation if  
f (x, 0) = 0 ,  for small b > O .  If in addition (lIT) above is satisfied , then 

IYn+ l  (:r:) - Yn (:r:) J < ern 
for large C, 0 < 7' < 1 ,  J :r l < 8. 

2 Uniqueness and convergence- of t he succes­

sive approximations for t he majorizing dif­
ferential equation.  

Given the initial value problem ( 1 ) , where .f satisfies (4) , we may reduce t.he 
problem of studying the conv�rgence of the successive approximations 

x 

Yn l l  (x) = J ! (t, Yn (t) )  dt , 
n 

to the study of the following majorizing differential equation: 

z' ( �r:) = M (:r:) F (z Cr) )  , 
where we solve by successive approximat;iuns the initial value problem z (0) = 
O. Here the uniqueness and the convergence of the successive approximations 
are the issue , since LaSalle's  theorem is not. applicable . 

Lemma 1 Let NI and F be the functions on the alternative La8alle '8 condi­

tion. If F is monotone non-decreasing and 11 is an absolute{y contin1tO'us non 

negative function on [0 , a] , v (x) =o(:r) then the product lH ( :r) F (v (:r,) ) zs 
integrable on [O , a] . Moreover, �f .r: NI (t) dl. =o(It�x) At�») then 

r 
In AI (t) F (v (t) ) elt ::; h ,  

. 
for 0 ::; h ::; a .  (9) 
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Proof. : Let 0 < h ::; a and let c > 0 be small enough. An integration by 
parts yields 

la 111 (t) F (v (t) ) dt :::;:: (la 1\11 (s) dS) F (v (c) )+  la (la Jl1 (s) dS) dP(v (t) ) . 

( 10) 
From (7) , the first term in the right hand side of ( 10) i s  bounded by 

(la Jlvl (s) dS) ]I' (v (c) ) ::; J( ra F �v (c) ) ds ::; Ka, ( 1 1 )  0: .I1, (0:) F (s) 
where J( is some positive con stant , oecause F is monotone non-decreasing. 
Similarly, for the second term in ( 1 0) , one gets 

Finally, if 

r Jlvl (t) dt :::;:: 0 (l.a �) .Ix . 1..(x) F (t) 
is the case , we could take the consta�t J( to be less than 1/2 and (9) follows . 
• 

Theorem 1 Let 111 and F be the fnn'ctions on the alternative LaSalle 's con­
dition. If VJ and 7)2 arc two solutions of the initial value problem (1), where 
f satisfies (4), then VI = V2 on a neighborhood of O. 

Proof. Let w be the absolutely continuous function defined by w (x) = 
VI (x) - 1)2 (x) . Then w (0) = w' (0) = 0 ,  which implies that Iw (x)! =o(x) . 
Now , 

w ( :r) = lax (J (s ,  VI (s) )  - f (s ,  V2 (s) ) )  ds, 

hence , 
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Suppose that w =J. 0 on every small neighborhood of 0 ,  then {w =J. O}  = 
U (ak ' bk ) , with 0 < ak < bk :S a ,  w (ak ) = O .  We may assume with no loss of 

generality that w is positive on (ak ' bk ) ,  hence 

lw' (;r;) I - I f (x, V1 (x) )  - f ( :r: , '112 (x) ) 1 
< AI (:r;) F ( 11-'1  (;r:) - 1'2 (x) / ) 
- lvI ( :r:) F ( Iw  (::c) l )  
- Jl,J (x) F (W (:T:) ) 

for any x E (ak '  bk ) . Take ak < b� < ilk and E. > 0 small enough , then 

k W S d k W S 
I k A I' ( ' ) I I b' ' ( ') I b' I '  ( ') I b' s < ( 8 < 1 1' 8 ( 8 . 1,,-10: F (w (s) ) - lk l O: F (w (s) )  - 1" 1 " I - - � "  " 1  � " ,  , 

The change of variable t = W (8) in the first int.egral above yields 

and so it follows that 

( 13 )  

which contradicts the assumptions that the· first. integral is  not bounded while 

the second one is finite when ak > O. If ak = 0, ( 13) contradicts (6) . • 
. , 

From now on , we will assnme that .M and F are functions that satisfy 
LaSalle 's condition an d the followit;1g addi ti onal one:  

r ( r  dt ) 
.Jx Jl,I (i.) dl = u  .Jx JI' (t) . ( 14 )  

Lemma 2 If F .is monotonc non-dccr'casing then the p1'Od'llct  M (:1: )  F ( :r) is 
integmble on [0 ,  a] . MOTeo'ller', .I�! M (t) F (t) dt :S h, for' O :S  h :S  a .  

Proof. It  is entirel� analogolls to the proof of Lemma 1 .  • 

The following lemma will be used in Section 3.  
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Lemma 3 There exist8 a function /J with (3 (x) > 0 f01' X >� 
0,  8uch that 

(1 (x) = fox (Y (t) dl. , 

for 80me locally integrable function Cl! (x) > 0 ,  and such that 

while 

Proof. The finiteness of 

is equivalent with that of 

foa (1 ( t )  lit{ (t.) dt < 00 

. 1'(> {-J (t) bm 1:' ( ' ) dt = 00 .  
£->0+ !: (' t 

loa (3 (t) /1/[ (t) dt 

Therefore , we shall cpnsider the space L:t (0 ,  a) where dJt = U: M ( t ) dt) dx. 
Suppose that the finiteness of 

for Cl! (x) > 0 implies that of 

or , equivalently that of 

This would indicate that 

I·a -l-dt . . x F(t) Loo (0 ) f: .1\.1 (t) dt E 
, a 
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which is a cont.radiction because 

t' (l,a 1 ) 
.Ix AI (1,) tit. = u ,  

�r F (I) d l  

Hence , there is some (}; (:r) E Lr-(O , a) , (};  (;r; ) > 0 ,  such that 

or equivalently 

for 

loa . (la 1 ) 
0. (:l: ) . �) dl, (h = 00 , 

. 0  . x  I ( t  

rx p (:r; ) = I et (t.) tit , . In 
• 

Theorem 2 Let z' = M (:1:) F (z) , z (0) = 0 be the majorizing initial 'value 
pr'Oblem Jor' the equation 

y = f (x, v) , v (0) = 0 ,  

under t.he condition 

I f (x, VI ) - f (:r:, J12) 1  � M ( Ix l ) F ( I v1 - V2 ! J  , 
for I x l � a ,  x =1= 0 ,  I Yi I � b, i = 1 , 2 .  Suppose that !vI and F satis,f.1J LaSallc '8 

condition, (14) abo'l Ie and, fll:rthcl'lnO'l'e, I" is 'Inonolonc non-dcl"n:asi.1/,.rJ, 'Ihen, 

(i) the .mcccssivc appm:r:imalio1}.s fo1' the initial l1alue pTob lern of the m(�j()"'iz-
1:ng d�U'e7'(;nlial eq'ltat.iO'lt z' = M (;:r;) F (z ) cou'Iler:qe unifonnly in a neighbo'T'­

hood of t.he origin, pro'lIided lhat i,he O-appmxima[:ion is chosen /.0 sat.isfy 
Izo (x) 1 � Ix l . (ii) This so l'lttion is unique.  

Proof. We seek solutions z such that I z  (x) 1 � Ix l . From Lemma 2 ,  

lh 1'1 (t) F ( t )  dt � h,  

and we could guarantee that 

zn l l  (:1:) = rr Iv! (I) F (Zn (t) ) rit In 
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can be accomplished by functions that satisfy 0 S. Zn (x) < ;X , as long as 
O s.  zo {x) S. x, for 0 S. x S. O. 

For 0 ::; ;r: ::; 0, let l IS set 

/1 (:1:) : = lim sllp '�71 (x) . 
'l1 -�OO -

Clearly, 0 ::; 11 (x) S. x. Notice that J1 is continuous since the Zn 's are equicon­
tinuous and, by Fatou's Lemma, 

It (;,;) ::; r M (t:) F (I t (t) ) rit < 00 . ./0 
It will be shown that J1 (x) vanishes on [0 , 6] for some 6 > O. Let 11/> assume 
that it is not the case, then there is a sequence Xk t 0 such that 11 (Xk ) > O. 
Hence , ' foX M (t) F (" (i)) rit > 0 

for 0 < x S. li. Let 1 1S call G (;r:) this last integral , then 0 S. /1 (:1:) S. G (x) S. x 
and 

' 

C' (x) = jVi (x) F (p (x) )  � jV[ (x) F ( G (�r;)) , 
for 0 < x ::; 6. It is enough to show that G is null on a neighborhood of the 
origin. If it were not the case, a reasoning similar to the one in the proof of 
Theorem 1 will show a contradiction : Let U (ak' bk ) be the set where G > 0 
in (0, 6) . Note that G (ak ) = 0 and take aJ., < b� < bk . Hence , for E: > 0 small 
enough, 

and so 

G (b' ) 1 1/ cy, ( ') b' ' 

1 k 1 '"  X l k  -- cia: = _, ' d::r; ::; !vI (:c:) cix < 00, 
G(u,, -I-z) F (:r:) ad z l' (G (x) ) aki ., 

lU(I/U 1 l'lk Em ' -,- d:r; - Al (:c) d:r: S. 0, 
",-.. o t G(ak l z) J' (x) ak l z  

which contradicts the hypothesis. Thus , the function J-t vanishes in a neigh­
borhood of the origin. 

The uniqueness is dealt with in the same manner by considering p (:1;) = 
I z (x) 1 for any solution z different from O. • 

. 

Corollary 1 Let .f be Bord mea8urable in LOO ( [-a, a] X [-b, b] ) 8uch that 
1 1 .t 1 l=  s. 1/2 and 

I f (:r:, yd -- f (:1: , Y2 ) 1 S. J\i ( Ixl ) F ( IYl - !h i ) ,  
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for Ix l :::; a ,  x =/:- 0, IVi l  :::; b, i =  1 , 2. Suppose that 111 and F sati.�fi/ LaSalle 's 

condition, (14) above and , furthermore, F is monotone non- rlecreasiitg. Then, 

(i) the successive approJ;imations for the integral equation 

y (:r:) = fox f (1:, y (t.) ) df: 

CO'fwerye 'ltnifonnly in a ne1flhbodwod 0 J lhe ()'f-igin, 'Wlu�ne'IW'f' the O-ap]J'ro:r;i'ffl,a/iou 
is chosen to satisfy I Yo (x) I :::; b . (ii) l /iis solution is unique. 

"' 
Remark 1 Notice that in the laller' pTOoJ the junction lVI only need8 10 be 
locally integrable on (0, a) . . Moreover, the condition (14) can be rep laced by 
the following one: 

Ioh l!{ ( t) F (t) dl. � h, • 0 
h >  0 . 

Remark 2 In I.his conte:,;t, lVlonle l's  ·case can be reduced to the classical Os­
good 's one by a Cl change of variab le. Here lVI is inl.egrab le and we may 
aSS'ltme with no loss of generality that it is positive. By setting : 

8 (x) = foX Al (I) dl , 

Ix l :::; b, one gets the equivalent differential eq'ltation z' (s) = F (z (8) ) . This 
is no else but a majomnl. different'ial equat.ion f(w the r'efer"red 08good 's case .  
Therefore, if F is a modified Osgood 's function, ' the results in [1 j apply to 
yield lhe follo'W'iri,g cs/:imale of I./w .'J'lU:Cf!ss'i'l Ie flPl)1'(n:'ima./.ions of Ut.(! 'major"iz-in!J 
initial vulue 1)'f'oblem,; 

( 15 )  
jor' x in a neighb01hood oJ the or"igin, jo'r some C and r', where C is lar:qe 
enough and 0 < r' < 1 .  

3 " Speed o f  convergence . of the successive ap­
. proximat�ons 

Theorem 3 If in addition 1.0 the ass'umptions in Theorem 2, it ho lds that 
lhe Iunct'ion {3 jr'07n Lemma 3 sat.i<�f:1j 
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(i) y(3 (y) = o(F (y) ) and 
(i1:) - y  �� (���"t�D is non-1u;flativc and monotone non-decr'casing in (0 , 8) , 

[.hen, t.he sequence of s'uccessivc approximations of the initial value pr'Oblem 
fOT the majoTizing differ'ential equation, provided that I zo (x) I s l x i , satisfies 
lhe estimate 

I Zn (;c) I < C 1' 11 , 

1 ;r, 1 S D, for' s o m e  ti, C and '/', ti > 0 ,  C lar:qc eno ugh and U < 'I' < L 

Proof. Throngh the aid of the function (3, the problem under consideration 
can be reduced to Montel 's case : 

z' = lf1 ( :r;) P (z ) 

where if (x) = (3 (x) lvl (x) and j";' (y) = F (y) //1 (y) . 1\�[ ( :r;) is integrable 
on [0 , 6] , for some posit ive 6. Conditions ( i ) and (ii ) imply that P (y) is a 
modified Osgood's function . By taking into account the Remark above , we 
may apply the estimate I Zn (x) 1 S Cl''' to the initial value problem z' (8) = 
F' (z (s) ) , z' (0) = 0 ,  where we have made the change of variables : s (x) = 

It ij (t )  dt . •  

Corollary 2 Let f be Bore!  rneas1lmb le and in LOO ( [-a, a] x [-b ,  bJ ) such 
that I I .t l loo S 1 /2 and 

I f (:r ,  vd - f ( :r , l12) 1 S 1\1 ( I :r l )  F ( I y [  - !)2 J ) , 
for' 1 :x; 1  S a , :x; -=J 0, I lli l  S b, i = 1 , 2 .  S'appose that. J\iJ and F sal'isfy the CO 1/,-

d'ifion.'l on Tl/'{:(JTf:'In g 7 1/,(;'//. , Ih l ;  s'I/,/"n;ssi'lll ; IQ'1! 1 'o:r:inwJi(J'fI,s for flu;  inl e9m1 

Cl[lw/.'ion 

JJ ( ;r) = {X f (t ,  JJ ( t ) ) rlt , ./0 
sal'isfy lhe following estim.ale: 

1 ;r; 1 S D, JOT some 6, C and 1' , D > 0 ,  C large: cruJ'/lgh and 0 < l' < 1 .  



37 . 

Example 1 Let F and JV/ be given by 

Then, 

F (y) = y (log y )" , 

[ [,] - ] Iv/ (:r;) = :r. (log x) . 
) 

0 <  v < 1 ,  

O < ti < 1 . 

{I T,' � ) dy � (log C') l-V , .Is l '  ,y . 
1' 1 . 1 - [,  

le Ai (x) d:r; � (log C') . 

A ssume that 0 < 1/ < 8, and let 1 > 0 such that v + 1 < 1 < 8 + 1. Define 
/-) (:1;) = (log :1:) -�( . 

It is stmightj01"'ll)(J,nl to show that these functions lvI, F and /3 satisJ.y the 
conditions of the above theon�m. 
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