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Abstract 

In this paper we give a characterization of all the interpretations of the 

varieties of boúnded distributive latticcs , De Morgan algebras and Lukasiewicz 
algebras of order m in the variety of Lukasiewicz algebras of order n. 
In the case of distributive lattices we give a structure theorem that is gener­

alized to De Morgan algebras and to Lukasiewicz algebras of order m. In the 

last two cases we also give the number of such interpretations. 

1 Introduction 

81 

Wc say that a variety V is interpretable in a variety W, in symbols , V :::; W, if for 
each V-operation Ft (:E I , " "  xn ) there is a W-term ¡t (XI , " "  xn ) such that if (A, Gt) 
is in W, I;hcn (A, itA) i8 in V. Inlui ti vcIy, V :::; W lllCam¡ \'l 1al; all algcbras in W 
can be turned into an algebra in V by defining the V-operations applying a uniform 
procedure. This notion of interpretation differs from that used by logicians in that 
the universe of the algebra remains the same. It was first proposed in [7] and latet 
developed in [5] ; for more details and information the reader is referred to the latter 
monograph. 
Another way of thinking about this notion is the following. The aboye relation 
defines a functor <P : W ---r V which commutes with the underlying set functors , 
Le . :  

<P 
W ' V 

u� �v 
Scts 

* Funding by Fondecyt grant 199-0433. 



82 

is commutative ; here Uv : V --t Sets and Uw : W --t Sets are the so ca11ed 
forgetful functors which assign to each algebra its universe. Each functor <I> is ca11ed 
an interpretatión of V in W. 
If A = (A; Gt ) is any algebra and for each V-operation Ft (Xl " ' "  xn) there is a term 
ft (Xl , " " xn ) iD; the language of A such that (A; ftA) is in V, the terms ft (Xl , " " xn) 
define an interpretation of V in VeA) , the variety genel'ated by the algebra A. One 
only has to observe that the evaluation of any tel'm in an algebra B in V eA) , is 
determined by its evaluation in A and that both (A; Gt) and (B;  Gt) satisfy the same 
equations. We sometimes say that V is interpretable in A and if <I> is the functor, we 
say that <I> (A) is an interpl'etation of V in V(A) . This fact ís particularly useful if 
we want to intel'pret a variety V in a variety W that is genel'ated by a single algebra. 
In this papel' we will study what are a11 the possible interpretations 6f the varieties 
of bouuded dislribu tive lattices , De Morgau algebras amI Lulmsiewicz algebras of 
order m in the variety .en of Lukasiewicz algebras of order n. As we know, this 
variety is generated by a single algebra, the n element chain, which is a semi-primal 
algebra. These are the main facts used in the proofs. 
The results in sections 3 and 4 are induded in [6] , the author's doctoral dissertation 
Interpretations between Varieties of Algebmic Logic. The general presentation and 
most of the proofs are different from the ones that appear there. 

2 Definitions and Preliminaries 
Throughout this papel' 1)01 will stand for the variety of bounded distributive lattices, 
1) M the variety of De Morgan algebras, í .e . ,  the dass of a11 algebras (A j +, . , I , 0 , 1) 
whose similarity type is (2 ,2 ,1 ,0 ,0) and such that (A, +, . , O ,  l) is in VOl and 
satisfies 

1 .  (x + y ) '  = X '  y/, 

2 .  (x . y)' = x'  + y/ ,  

3 . x" = x ,  

The term x' i s  ca11ed the quasi- cornplernent of x .  Also, x and x' are said to  be con­
jugates. The variety .en of Lukasiewicz algebras of order n is the dass of a11 algebras 
(A j +,  " " 0"1 , . . . , O"n-1 , O ,  1) of type (2,2 , 1 ,  . . .  , 1 ,0 ,0) such that (A j +, " " O, 1) 
is a De Morgan algebra and for 1 � i  � n - 1 ,  

1 .  

2 .  

3.  

4. 

5. 

O"i (X + y) = O"i (X) + O"i (y) 

O"i (X) + (O"i (X» ' = 1 

O"i (O"j (X» = aj (x) , 

ai (x') = (an-i (x» ) ' ,  

ai (x) . aj (x) = ai (x) , 

and ai (x ' y) = ai (x) . ai (V) , 

and ai (x) ' (ai (x» ' = O,  
for 1 � j � n - 1 ,  

for i � j � n - 1 ,  

6.  x + an-1 (x) = an-1 (x) and x ' a1 (x) = a1 (x) , 

7. y . (x + (ai (x» ) '  + ai+l (Y» = y ,  for i I n - 1 .  
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These axioms are not independent. The read.er is referred to [2] ' [1 ] ' [3] and [4] for 
more information about these classes of algebras. 
The following four properties of Lukasiewicz algebras will be used extensively in 
section 5. The first two are immediate from axioms ( 1 ) ,  (5) and ( 1 ) ,  respectively. 
The fourth one was introduced in the original definition of Lukasiewicz algebras 
instead of axioms (6) and (7) ; its proof appears in [3] . 

Lemma 2 .1 . 

(L1) 0"; (0) = O and 0"; (1) = 1 , lar 1 :::; i :::; n - 1 .  

(L2) 0"1 (x) :::; . . .  :::; 0"71- 1  (x) .  

(La) JI x :::; 1/,  titen lor 1 < i :::; n - 1 , O"; (x) :::; O"i (1I) . 
(L4) JI 0"; (x) = O"; (y) , lar 1 :::; i < n, titen x = y. 

We will now define a vcry important Lukasicwicz algcbra. 

Definition. Let n = {O, 1 ,  . . .  , n - 1 } .  We define the algebra 

N = ( n ; +, " ' , 0"1 , . . .  , 0"71_ 1 ,  O, 1) ,  

where x + y  = max {x, y} , 
x · y  = min {x, y} , 

m '  = n - l - m, for each m E n, 
O = 0, 
1 = n - 1 , 

and for 1 :::; i :::; n - 1 O"; (m) = { � if i :::; m, 
if i > m. 

It is easy to check that N is in en ' The next theorems give sorne of the most 
important features of Lukasiewicz algcbras that \Ve will use in the seque! . Their 
proofs and much more can be found in [1 ] , [2] and [3] . 

Theorem 2.2 .  (Cignoli) [3] 
Let L E erll n 2:: 2 and L 01 cardinality greater than 1. Then the lollowing are 
equivalent. 

1. L is a chain. 

2. L is an en -subalgebra 01 N. 
3. L is subdirectly irreducible. 

Corollary 2 .3 .  The variely en is generated by tite algebra N. 
This corollary has a very important consequence. As we said in the introduction , 
any interpretation of a 'variety V in en is determined by an interpretation of V in 
N, that is to say, by defining new term-defined operations !t ,  for each V-operation 
Ft .  such that j¡ = (n; Ir') E V. 
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Theorem 204. N is a semi-primal algebra . .  

As we know, in a semi-primal algebra all functions that preserve subuniverses can be 
represented by term functions . In the following theorem we will state this precisely 
in the special cases which we will use, that of unary and binary functions. 

Theorem 2 . 5 .  Jf f :  n � n is such that for all a E n, f (a) E {a, a, a' , 1 } ,  then 
there exists a term rp(x) such that 

vJf(x) = f (x) . 

Jf 9 : n X n � n is such that for all a, b E n, g(a, b) E {a ,  a, a' , b, b' , 1} ,  then 
there exi,�ts a term ,(x, 11) .mch that 

YV(x, y) = g(x, y) . 
Lemma 2 . 6 .  Por any a, b E n and any Ln -term a (x) or f3(x, y ) ,  

cI"'(a) E {a , a, a' , l} and (3/1f(a, b) E {a, a, a' , b, b' , l} .  

Proof. Simply observe that {a ,  a ,  a' , 1} and {a , a, 'a' ,  b ,  b' , 1} are subuniverses o f  N. 
O 

Corollary 2.7.  Jf a 1. {a ,  1} o,nd a = (3/1f (b, e) for some term j3JV(x , y) , then either 
b E  {a, a'} or e E {a, a' } .  

3 Interpreting VOl in Ln 
We will let N = (n ; $,  0, D , i) be an interpretation of 'D01 in Ln , that is, x $ y and 
x 0 y are binary Ln-terms, D and i are Ln-constant terms such that (n ;  $, 0, D , i) 
is a bounded distributive lattice. 
Notice that while theorem 2.5 gives us a lot of flexibility, lemma 2 .6 restricts the 
possible values of x $ y and x 0 y.  As for the constants, {D, i} = {a, 1} .  . 
We will prove several lemmas that will enable ·us to determine sorne special cases 
and a general structure theorem. The strategy is to use lemma 2 .6  and the fact that 
N is a distributive lattice to determine the possible values of the term functions 
defined by the terms x $ y and x 0 y. 
Throughout this paper, the following weH known property of distributive lattices 
will be used without explicitly mentioning it. If a V b = a V e and a 1\ b = a 1\ e ,  

then b == c. 

AH the lemmas in this section refer to the lattice N. The first ten deal with the 
cases when i is join-reducible �nd D is meet-reducible. The next three are the cases 
when D is rneet-reducible, when i is joill-reducible and when there are sorne other 
rneet-reducible and join-reducible elements. The main theorem 3 . 12  sumrnarizes aH 
these. 

Lemma 3 . 1 .  There is at most one pair of conjugates a, a' E n, different from a 
and 1 ,  such that a $ a' = i . 
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Proof. Assume there exists a, b E n ,  a ,  b different from a and 1, a and b not 
conjugates , such that a ffi a' = i aild b ffi bi = i. By lemma 2.6 and since .N is a 
lattice , this implies that a 0 a' = a and b 0 b' = a .  
Assume a ffi b = 1 .  Then multiplying by a' , we get (a 0 a' ) ffi (b 0 a') = b 0 a' = a' 
and then a 0_-b = a' , so b = (a 0 b) ffi (a' 0 b) = (a 0 b) ffi a' and thell Corollary 2 . 7  
forces a 0 b = b' . But then b = b ffi (a  0 b )  = i , a contradiction , so  a ffi b .¡:. i .  
Assume- either a ffi b = a or a El) b = b .  I n  this case either a' El) b = a' ffi (a ffi b )  = i 
or a El) b' = (a El) b) El) b' = i ,  and this is the same as case 1 .  interchanging the roles 
of a and a' or those oC b and b' . .  
Assume either a ffi b = a' or a ffi b = b' . In this case either a El) a' = a ffi b .¡:. i . or 
� ffi b' = a ffi b .¡:. i .  . . 

Since o\Jviow¡ly (L (f) IJ f:. a ,  Iluder L i le hypo t.heses (J, (J) IJ cal l 1 l o L  he cldiuecl , so we may 
conclude that there is at most one pair of conjugate elements a and a' such that 
a $ a' = i .  O 
Lemma 3.2 .  There is no element dÚJerent from a and 1 that covers or is covered 
by more than two elements. 

Proof. Suppose a � {a , l}  covers three different elements b, e, d. That is a = 
b ffi e = b .ffi d = d ffi e. 

From Corollary 2 .7 ,  we may assume w.l .o .g . that b = a' and c '¡:'  a' , d '¡:'  a' , but then 
d ffi e = a, contradicting lemma 2.6 .  

. 

A dual argument shows that a is noto covered by more tha� two elements . O 
Lemma 3 .3 .  Jf there exíst three elements a, b and e different from i such that 
i = a ffi. b = b $ e = e ffi a, then n = 8 .  
DuallYI if there exist three elements a ,  b and e different from a such that a = a0b = 
b 0 e = e 0 a, then n = 8 .  

i 

a e 

a' 11 

a 
Diagram 1 

Proof. Let us assume 
'
that there exist three such elements a, b and e as in Diagrarri 

1 .  (i is not necessarily a cover of a, b anei c . )  
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Suppose a 0 b = O .  Then a = a 0 i = a 0 (b EB e) = a 0 e ,  so a EB e =f. i, a 
contradiction , so a 0 b E {o/ ,  b'} . Similarly, a 0 e E {a' ,  e'} é},nd b 0 e E {b' ,  ¿} .  
Moreover the three products are all different or  else a = b ,  a = e or b = e ,  In 
particular this also implies that no two of them are conjugates and that a =f. a' , 
b =f. b' and e =f. e' . So we have at least eight elements. 
Let a 0 b = a' , then by the last remarks, a 0 e = e' and this implies b 0 e = b' . 
Similarly, if a 0 b = b' , then b 0 e = e' and a 0 e = a' , that is, the choice of a 0 b 
(or of one of the others) determines the values of a 0 e and of b 0 e and we get the 
lattice in Diagram 1, (or one with b' , a' and e' instead of a' , e' and b' , respectively. ) 
, Let us now assume that n > 8 and let d be different from all of the aboye. 
Suppose a EB el = l . '  Thcn of course a 0 d � {a, d, i} and also a 0 el � {a' ,  O } ,  or else 
d E  {b, b/ } ,  (or d E {e, e' } . ) Thus a 0 d = d ' . 
N ow b EB d =f. i ,  or else the same argument would show that b 0 d = d '  and this leads 
to a = b. Similarly, c EB d =f. i . 

' 

AIso, bEBd =f. d, or else eEBd = i and bEBd =f. d ' , or el se a = aEBd ' = aEB (bEBd) = i .  ·So 
b EB d = b and similarly c EB d  = e. But then 0 =  a0 (b0 c) = a0 ( (b EB d) 0 (eEB d)) = 

a 0 ( (b 0 e) EB d )  = a 0 d = d ' ,  a contradiction, thus a EB d =f. i . Similarly we prove 
that b EB d =f. i and c El3 d =f. i .  

Suppose now that a El3 d E {d, d '} .  Then d EB b = i 01' d '  EB b = i ,  a contradiction. 
Finally, the only choice is a El3 d = a, so multipIying this by b' , we get d 0 b' = O. 
But then d EB b' � { i ,  a,  d, b' } .  Also, d EB b' =f. b, or eIse él = a' and d EB b' =f. d, or else 
a El3 d = i .  Since there is no possible value for a El3 d, such an element cannot exist 
and n = 8 .  
The proof of  th!'l dual i s  similar. o 
Lemma 3.4.  Assume there exists an a � {a ,  l}  such that a El3 a' = i .  Jf a EB b  = i 
far some b � {a,  a' , 1 ,  a} ,  then the subalgebra of .N generated by a and b is the 
lattice in Diagram 2 (aJ . 

i i 

a 

a' a' 

ó ó 
(a) (b) 

Diagram 2 
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Proof. Let b � {D , l , a , a' } .  Since a ffi b = i , a 0 b � {a, b , i } .  AIso a 0 b i= a , or 
e1.se b = a' a 0 b i= a' , or el se a ffi a' = a i= i, so a 0 b = b' and thus a 0 b' = b' . 
But then a' 0 b' = a' 0 (a 0 b') = a .  
A similar dual argument shows that al ffi b' = b ,  which completes the proof of our 
lemma. O 
Corollary 3 . 5 .  JI i is a �over 01 a and a', then n = 4 .  

Lemma 3 .6 .  Let n i= 4, 8 . Assurne there exists an  a � {D ,  l } ,  sueh that a ffi a' = i .  
Jf a ffi b = i for sorne b � {D ,  1 ,  a ,  a'} ,  titen for all e � {D ,  1 ,  a, al , b, b'} ,  either 

a ffi c = i and a 0 e = c' 07· 

a ffi e' = i and a 0 e' == e, 

and thus N is the lattiee in Diagram 2 (b). The intermediate elements need not 
existo 

Proof. By lemma 3 .4 ,  the lattice generated by a and b is the lattice in Diagram 2 
(a) . Let e � {D ,  1 , a, a' , b, b'} 
If a $ e = i, then by lernma 3.4, the subalgebra of N generated by a and e is the 
Iattice in Diagram 2 (a) , with b repIaced by e, that is, a 0 e = e' . 
Since n i= 8 ,  b ffi e i= i ,  so either b ffi e = b or b ffi e = e, in which case either 
b ffi e' = e and b 0 ¿ = b' or b' ffi e = b and b' 0 e = ¿ , ,respectively. Since this is 
the case with any other element d such that a ffi d = i, the theorem follows . . 
If a ffi e = a, then a' 0 e = a and thus a' ffi c i=  i ,  since the latter would entail a = e . 

. So a' ffi e = ¿ and thus a ffi ¿ = i and we are back in the previous case. 
If either a ffi e = e '  or a ffi e = e

'
, then there is an element between a and 1 .  We 

may assume it is e. But then b ffi e = i and since e > a > e
'

, b 0 e = ¿ is the only 
possibility for b 0 e, but this is clearly impossible since in that case a = e. O 
Lemma 3 . 7. JI a and b are not conjuga tes, a ffi b = i a.nd a 0 b = a, then neither 
a = a' nor b = b' . 

' Proof. Suppose a ffi b = i ,  a 0 b = a and a = a' . Then b i= b' , since there is only 
one element x such that x = x' . 
If b ffi b' = i ,  then el se a = b' , so either b < b' or b' < b. 
If b < b' , a ffi b' = i and in that case a 0 b' i= D ,  or el se b' = b. So a 0 b' = b ,  but 
thcn a = (J, ffi (o. 0 l/) = (J. (B " = i .  
On the other halld, i f  1/ < b ,  a 0 b' = a arid the dual o f  the aboye argument provides 
a contradiction . O 
Theorem 3 . 8 .  JI a and b are not conjugates, they are both different from D and 1,  
a ffi b = i and a 0 b = D,  then n = 6 or n = 8 .  . 

Proof. Notice that by lemma 3 .7 we need at least six elements. AIso , a ffi a' i= i alld 
b ffi b' i= i or"CIse a and b are conjugates. 
By renaming if necessary, we may assume that a ffi a' = a and b ffi b' = b' . 
This impIies that a' 0 b = o ,  so a' ffi b i= i or eIse a = a' , contradicting lemma 3.7 .  
We can easily check that the subalgebra generated by a and b, is the one depicted 
in Diagrarn 3 .  
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i 

b 

o 

Diagram 3 

This proves that if n = 6 ,  there is a possible interpretation with the features ofthe 
hypothesis. 
Let us now assume n � 7, so let e be different from all of the aboye. Suppose 
a $ e = i. Using a now familiar argument , a 0 e � ti ,  a, a' , e} ,  the latter would 
imply b' = e. AIso , a 0 e =1= O, or else e = b, so the only possibility is a 0 e = ¿. 
Multiplying by b' , we get a' 0 e = ¿ 0 b' . 
If b' $ e = e ,  then ¿ 0 b' = a' 0 e = a' 0 (b' $ e) = a' and if b' $ e = ¿ ,  then 
a' 0 e = ¿ 0 b' = (b' $ e) 0 b' = b' . Both cases contradict lemma 2.6. The only 
possibility left is b' $ e  = i , so by lemma 3.3, n = 8. 
Suppose a $ e = e. Then b $ e = i, so b 0 e = ¿ and similarly b' $ e = i, so 
b' 0 e = ¿ and this implies b = b' , a contradiction. We get a similar contradiction 
if we assume a $ e = ¿ and since there are no other possibilities , the theorem is 
��d. O 
Lemma 3 . 9 .  Let n =1= 6, 8 .  JI there exist elements a and b sueh that a 0 b = 

. O , a $ b = b' and a $ a' =1= i ,  then there exists an element e E n sueh that the 
i1iterval [O , ¿] ól ¡:¡ is the lattiee depicted in Diagram 4 (a) and � is the ¡:¡ -largest 
su eh an element, (that is, lor any element d su eh that d 0 a = O ,  d 0 e = e.) The 
intermediate dements need not existo ¿ is meet-irredueible. 

Proof. If there is no x E n other than b such that x 0 a = O, we let e = b. 
, Since n =1= 6, 8 and , a$a' =1= i ,  there is no x E n  such that x 0 a  = O and x $ a  = i .  

We will now prove that there is no  x E n such that x 0 a = 0 and x $ a = a' .  If 
on the contrary there is one, since n =1= 8, b 0 x =1= O and obviously b 0 x =1= b' . 

. 

Suppose b 0 x E {x, x' } ,  then b 0 a' = b 0 (x $ a) = b 0 x .E {x, x'} and this 
contradicts lemma 2 .6 .  
Suppose b 0 x = b, then b '  $ x = (a $ b)  $ x = a $ (b $ x) = a$ x = a' , which also 
contradicts lemma 2 .6 .  
So if x 0 a = O ,  t"hen x $ a =1= a !  and thus x $ a = x' , as in the Diagram. 
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e' e' 

b' b' e e 

a a 

b 

ó . a' 

(a) , (b) 

Diagram 4 

Now the set of all elements x E n such that x 0 a = Ó and x EB a = x' has to be 
linearly ordered since i f  for two such elements x and y;  x 0 y :f:. x, y, then x 0 y = Ó ,  
contradicting the fact that n :f:. 8 .  Take e to  be  the largest one. By Corollary 2 .7, 
d is meet-reducible. O 
By duality, we can prove the following. 

Corollary 3 . 1 0 .  Let n :f:. 6, 8. Jf there exist elements a and e sueh that a EB e = 
i , a 0 e = e' , and a 0 a' :f:. Ó ,  then there exzsts an element e E n such that 
the interval [e' , iJ 01 j¡ is dual to the lattiee depieted in Diagram 4 (a) and e is 
the j¡ -least sueh an elemento The intermediate elements need not existo Also, d is 
join-irredueible. 

Lemma 3 . 1 1 .  Jf there exist a, e both different from O and 1 sueh that a EB e = e' 
and a 0 e = a' , then the interval [a' , e'] is the lattiee in Diagram 4 (b) . 
M oreover, if there is no element b s'tLch that aEBb = i ,  then there exists the j¡ -largest 
such an element e .  The intermediate elements need not existo 

Proaf. Let a and e be two .such elements and let b be any other element in [d , a
'J . 

Suppose e EB b = b. Then e' 2:: a EB b = a EB e EB b = d EB b 2:: e' , so e EB b = a' , 
co�tradicting lemma 2 .6 . A similar contradiction is obtained if a EB b = b' . 
So either e EB b = d, in which case one obtains the lattice in Diagram 4 (b) , or 
e EB b = e and we obtain that lattice with b and b' interchanged . 
If there is no element b such that a EB b  = i ,  the largest such an element e .  exists 
by an argument similar to the one used in lemma 3.9 .  O 
For the main theorem of this section we will use the following notation . If A and 
B are two lattices, T A is the largest element of A and ..L/3 is the least element of B. 
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We define A t B as the lattice obtained by identifying T A and .LB and extending the 
order in the natural way, Le. if x, y E A U 13. tLm 

{ X, y E A, . and x $A y 
x $ y iff . x E A, y E B 

x, y E B, and :t $13 y.. 

Theorem 3 . 1 2 .  Let TI: =1- 6, 8 . .  Then any interpretation ol Vol in N is 01 theform 

Ai t Ad · · · t An,  

where lor eaeh i $ m ,  Á is .either: a chain 9r one 01 �he lattiees jn Dia.fJJ"am 5. 
Gonversely, eaeh sueh laUlee gwes rzse to an mterpretahon 01 VOl m JI. ]n eaeh 
case the inte17TLcdiate cle1'&Cnts nced not cxist . 

i ¿ 

a e 

a 

(a) (b) 

i ¿ 

a e 

¿ a 

e a' 
(e) (d) 

Diagram 5 
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Proof. 
If tIJere is no mee t-red u cible elernent in fI, t l le  i Jlterpretation is a chaiu . 
If there exist meet-reducible clements , theu there are several cases. 
Case 1 :  The N -least meet-reducible element is O and there i s  an element a such 
that a 0 al = O. Then by lernma 3 .4 ,  the interpretation is a lattice as in Diagram 5 
(a) . 
Case 2 :  O i s  the N -least meet-reducible element and there are elements a ,  b, not 
c0njugates , such that a 0 b = O. 
Since n =f=. 6 ,  8 ,  a EB  b must be either a' or b' . We may assume w. l .o .g. that a EB.b = a' . 
Then by lemma 3 .9 ,  there exists a N :-greatest element C such that the interval [O , c'] 
is a lattice as in Diagram 5 (b) . We let CI = cl and A l = [O ,  CI ] '  Observe that since 
Cl must be meet irreducible, it has a unique cover. 

1. If there is no meet-reducible element x such that Cl < x < i, we let A2 = [cl , i] 
and thus fI = Al t Az . Observe that A2 is a chain . 

2. If there is one, let C2 be the N -least meet�reducible clement greater than Cl ' 
We let A2 = [Cl , C2] ' Again A2 is a chain of lellgth at least 2 .  

Since C2 is meet reducible ,  there exists au  element a such that a 0 c� = C2 ' 
Again we have two possibilities , either a E9 c� = i or a EB c� = a' . 
(a) lri the first case, by lemma 3 . 10  the interval [C2 ' iJ is a lattice as the one 

in Diagram 5 (c) . Let Aa = [C2 ' iJ and fI = Al t A2 t A3 . . 

(b) In the second case, by lemma 3 . 1 1 ,  there exists the largest element C such 
that the ihterval [C2 , c'] is a lattice as the one in Diagram 5 (d) . We let 
C3 = ¿ and A3 = [C2 ' C3] '  

We can now continue as i n  the previous ste� , searching for C4 , the next meet-:c . 
reducible element , if one exists , and proceed as we did with C2 ' The process must 
eventually terminate and we have fI = Al t A2 t . . . t Am. 
Case 3 :  Ó i s  not  the N -¡�ast meet-reducible elernent. Then since 6 i s  meet­
irreducible, it has a siugle irnmediate succesSor. Let el be tlle fI -least mee\;­
reducible' clement and define Al = [O , c¡ ) .  Al is a cllain. Now proceed as in step 2 
with Cl in place of O .  This completes the proof of necessity. 
That each such lattice gives rise to an interpretation of VOl in N is immediate from 
theorem 2 .5 .  O 

4 Interpreting V M in Ln 
We will now study the interpretations of the variety V M of De Morgan algebras 
in the variety of Lukasiewicz algebras. In this case we also have to interpret the 
unary operation " the quasi-complement. Of comse, since De Morgan algebras are 
distributive lattices , al! that wus proved in the previous section holds for them. 
Throughout this section ,  we will let fI = (n ; EB, 0,8 , O ,  i)  be an interpretation of 
VM in Ln , where (n j EB, 0,  O, i )  is. a}1 interpretation of VOl in Ln as in section 3 
and 8 is él unary operabon,  tIJe interpretatioIl of t l le  c¡uasi--complement ' . 
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The first lemma is a straightforward consequence of the definition of a quasi­
complement and lemma 2.6 .  
Lemma 4 . 1 .  

1 .  The quasi-complement e is one-to-one. 

2. Óe = i and ie = Ó .  

3. Jf ae = a ,  then a,e = a
'

. 

4 .  Jf a ::; b, then be ::; ae . 

Theorem 4 . 2 .  Jf n =1- 4 ,  6, titen tite underlying lattice of every interpretation of 
V M in Ln is a chain and the new quasi-complement coincides with the oid one. 

Proof. Let Ñ be an interpretation of VM in Ln and suppose there exist a meet� 
reducible element e. We have several cases. 
If e = a and a = a 0 a' , then underlying lattice of Ñ is like the lattice in Diagram 
5 (a) and since n =1- 4, 6, there exist at least four elements b¡ , b2 • b� and b� like 
the ones depicted in the Diagram. But then b¡ E9 b� = b2 and b¡ 2: b? So 

. b¡ 2: b? 0 b� e = b� , E {b2 ,  b�} and this is not possible . ' 
If e = p and Ó = a 0 b, where a and b are not conjugates, then since n =1- 6 ,  
the underlying lattice of Ñ i s  like the lattice in Diagram 5 (b) . In this case, since 
b' > ¿, i = be E9 ce E {¿ , b'} . 
If e = a ,  n = 8 and the underlying lattice o f  Ñ i s  the one in  Diagram 1 ,  then 
a 0 e = ¿, but taking quasi-complements , a

' E9 e' = e =1- a .  

If e> Ó. Then in the decomposition of Ñ, Al is a chain and A2 1S eith�r the lattice 
in Diagram 5 (c) or the one in 5 (d) . These cases are similar to case 2. 

So in any case we get a contradiction, thus there is no meet-reducible element 
and Ñ is a chain. 
Assume now that there exists an a such that ae = a. By lemma 4. 1 .3 ,  a,e = a

'
. 

So ir a < a
' a.lld by lClIlllla 4 . 1 .4 ,  a

' 
= (L,e < (la = a, éL cOlltradiction . A similar . 

contradictiol1 arises if we assuine that a
l < a. This implies that a = a

' and thus 
ae = a = a

'
. Now since in a chain there is at most one element such that a = a

l
, 

for any other b, be = b' . So for any x, xe = x' . O 
In the following theorem we will prove that if n = 4, there are two possible definitions 
for the quasi-complement. 

Theorem 4 . 3 .  There are 8 interpretations of VM in L4 . 

Proof. Let n = {a ,  a, a
'

, 1} .  Recall that the underlying lattice of the interpretation 
must be isomorphic to one of the lattices of Diagram 6. 
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i i 

' 1  "V 

a' 

�' 
O O 

(a) (h) 
Diagram 6 

If the lattiee interpretation is the lattiee in Diagram 6 (a) , sinee i can be either O 

or 1 ,  \ve have two choices . For each of these, x can be either a or a' and that gives 
us 4 possibllities. 
An argument similar to the one in the previous theorem shows that for a11 xe = x' . 

, This gives us four interpretations. 
If the Iattice interpretation is the lattice in Diagram 6 (b) , again i can be either O 

or 1 ,  so we have two choiees, but in this case, by symmetry we have only one choice 
for a. For each of these there are two possible quasi-compIements, namely, 

The first function defines the four element Boolean algehra. The second funetion 
assigns O, a, a' and 1 to 1 , a ,  a' and O,  respectively. It is well known fact that these 
two are V M algehras. This provides the other four interpretations. O 

Theorem 4.4 . There are 32 interpretations of VM in L6 . 

Proof. Let 6 = {O ,  a, b, a' , b' , 1 } .  I fthe underlying lattice of the interpretation is 
a chain, its first element Ó has to be either O or 1. For each of those, the seeond 
eIement can be filled by any of the four elcments a ,  a' , b or b' , the third has only two 
possibilities since the others are dctcrrnincd by thc prcvious sclcctions alld lernma 
4 . 1 .4 .  Tllat gives us 1G  possible. interpretations. 
If the underlying l,attice of the interpretation is the lattice in Diagram 2 (a) and 
be = b, then by lemma 4. 1 .4 ,  b,e > be , which would force b,e = i, contradicting 
lemma 4 . 1 . 1 ,  so be = b' .But then ae 0 b' = (a EB b)e = 6 ,  so ae = a. So for 
all x,  xe = x' , The reader can easily check that the old quasi-complement works 
well . A similar analysis to that of the previous paragraph shows there are a�other 
16 interpretations of this sort . 
Finally, using the same arguments of Theorem 4 .2 ,  one can check that for the other 
possihle underlying lattices for an interpretation, there is no acceptable definition for 
the quasi-eomplement . For instance, in the lattice in Diagram 3, a EB b = a EB b' = i ,  
so ae 0 be = ae 0 b,e = 6 .  But in this latÚce this is possible only i f  be = b,e = b, 
a contradiction . There are essentially three other underlying lattices. O 
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Theorem 4 . 5 .  The n'lLmber of interpretations af VM in Ln is 
2 � ( � - 1)! . 
2 nz \ ( n�l - 1) !  

if n is even, n 1- 4, 6 ,  
if n i s  add. 

Proof. The proof is a straight forward generalization of the n = 6 case . One must 
observe that in the odd case, there is ane single element e for which e' = e and 
by Iemma Iemma 4.1.4 it must be assigned to the "midpoint" of the underlying 
Iattice. O 

5 Int erpreting .cm in .cn 

In the previous section we proved that De Morgan interpretations are pretty tight. 
We will now extend those results to Lukasiewicz algebras, that is, we have to define 
the new unary operations al , a2 , " " am-1 ' 
Throughout this section ir = (n ; EB, 0,8 , al . . .  , o-rn- 1 ,  O ,  i) will be an interpretation 
of 12m in Ln , where (n ;  EB, 0,8 , O; i) is an interpretation 01' VM in Ln as in section 4 
and the o-i 'S are unary operations, the interpretation 01' the ai 's. Of course this means 
that except for n = 4 and 6, (n ; EB, 0,8 , O , i) is a chain and the quasi-complements 
8 and ' coincide, so we will analize these two cases separateIy. 

Lemma 5 . 1 .  Jf .4 is an interpretation of 12m in 124 and its underlying lattice is 
not a chain, then .4 is the four element Boolean algebra and for all x,  a1 (x) = 
a2 (x) = . . .  = o-m-1 (X) = X .  

Proof. Assume that the underIying Iattice of  the interpretation is the Iattice in  
Diagram 6 (b)  and that a8 = a and a,8 = a' . Then o-m- 1 (a) 1- a ,  a'  or else 
o-m- 1 (a) EB (am_1 (a) )8 E {a, a' } ,  contradicting axiom (2) . 
By axiom (1) ,  since a 0 a' = O, o-m-1 (a) 0 am- 1 (a') = O ,  so either am-1 (a) = O or 
o-m- 1 (a' ) = O .  But 0-"'- 1 (eL) = O (alld similarly 0-"'-1 (a') = O) is clearly impossible 
because by (L2) we would llave o-l (a) = 0-2 (0.) = . . .  = 0-"'- 1 (0.) = O, that is to say, 
for a11 i :::; m - 1, o-i (a) = o-i (O) , which in turn by (L4) impIies a = O .  
If  the De Morgan interpretation is  the four eIement Boolean algebra, then it is a 
well known fact that the only possibility for the ai 's is the identity. See [3] . O 
Lemma 5 .2 .  Jf 6 is an interpretation of 12m in 126, then its underlying lattice is 
a chain. 

Proof. Suppose the Iattice reduct of 6 is not a chain, then by Theorem 4 .4, it is 
the one that appears in Diagram 2 (a) and x8 = x' for all x. 
If o-i (b) E {b , b' } ,  then i = ai (b) EB (ai (b) )8  = b EB b' = b, so for any i, o-i (b) E {O ,  i } .  
Similarly, o-i (b' )  E {O ,  i } .  
As in the previous lemma, o-m-1 (b) 1- O .  SO  am-1 (b) = o-m-1 (b') = i ,  which , 
by (L3) and since a � b' , impIies am-l (a) = 1 .  But then , O = am-l (a 0 a') = 
o-m- 1 (a) 00-m- l (a') = o-m_1 {a') , which as we know implies a' = O ,  a contradiction .  So 
there is no possible definition fOl- o-m- l (b) and the lattice reduct must be a chain . O 



95 

Lemma 5 . 3 .  Let N be an interpretation of Lm in L" for whieh the underlying 
lattiee is a ehain. Then for O ::;  'i ::; 1T/, - 1 ,  o-;(:e) E {D , i } .  
Jf we lel ¡;, (  a) be the least k su eh that o-k (a) = i , then /1: defines a one-to-one 

eorrespondenee between the non-zero elements of N and the o-i 's. Moreover, if the 
De Morgan reduet of N is D = ao < al < . . .  < an-l = i ,  setting ¡;,(D) = n, 
¡;,(aj) � n - j . 

Proof. We first observe that since the lattice reduct of N is a chain, every element , 
in particular i is join irreducible , so by axiom (2) , for all i ::; m - 1  and any x,  
o-i (X) E {D , i } .  , 
Next , recall that by (Ld , for �ll i ::; n - 1 ,  o-i (D) = D ,  so for a f= D ,  there exists 
sorne k such that o-k (a) = 1 .  If not , for all i ::; m - 1 , o-i (a) = a = o-i (a) and by 
(L4 ) ,  a = a ,  a contradiction. 
Let a f= D and b f= a. We now observe that if a f= b, then ¡;,(a) f= ¡;,(b) .  If not, by 
(L2) ,  for l' � ¡;,(a) = ¡;,(b) , o-r (a) = i = o-r (b) and for l' < ¡;,(a) , o-r (a) = a = Crr (b) ,  
so agai� using (L4 ) ,  wc get a = b , a contradiction . 
Suppose that k = ¡;,(aj )  < n - j ,  for sorne O < j < n. Then o-k-l (aj ) = 6. This 
implies that o-k-1 (aj+¡ ) = i or elsé by (L2) and (L3 ) ,  o-r (aj ) = Crr (aj+! ) ,  for aH 
1 ::; l' < n, and by (L4) ,  aj = aj+! .  So ¡;,(aj+! ) < n - j - 1. 
In a similar way we prove that for s ::; k - 1 ,  o-k-s (aj+s) = i , i n  particular, 
Cr1 (aj+k-l )  = i , so by (L2 ) , Crr (aj+k-1)  = i, for 1 ::; l' < n. But by (L1 )  and (L4) , 
this implies that aj+k- l = an-b that is j "+ k - 1 = n - 1 ,  contradicting our 
assumption. 
This completes the proof that ¡;,(aj )  � n - j . O 

Notice that the function ¡;, determines the o-i 'S as follows: 

if j < ¡;,(aj) , 
if j � ¡;,(aj ) .  

for all 1 ::; i ::; m - 1 and O ::;  j ::; n - 1 .  Also, since ¡;,(x) is one-to-one and the 
number of non-zero elements of n is n - 1, there has to be at least as many Cr/s. 
This provides another proof of our next Theorem 5.4 . 1 . , 

Theorem 5 .4.  

1 .  Jf m < ,n, there is no interpretation of 'cm in 'cn ' 

2. Jf m is even and n is odd,
. 

then there is no interpretation of 'cm in 'cn ' 

Proof. One should observe that N is an Lm-algebra and it is a chain, so by 
Theorem 2 .2 ,  ¡:¡ is a an 'cm-subalgebra of M .  This immediately implies that n ::;  
m . The second assertion follows from the fact that M does not have subalgebras 
of odd cardinality. O 
Theorem . 5 . 5 .  Let m � n. Then the number of interpretations of 'cm in 'cn is 
determined as follows. 

1. JI m is e1len fLnd TI, is odd' there i.s no inter¡Jr-etlLtion 01 Lm in Ln . 
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2. Jn any other case, for each De Morgan interpretation in Ln, there are (��r;:j) 
interpretations of Lm in Ln, where for any positive integer p, 

{ E  - 1  h(p) = 9 - 1  if p is even, 
if p .  is odd. 

3. Jf n = 4 and m 2 4, there are two more interpretations O¡Lm in L4 . 

Proof. Let N be an interpretation of Lm in Ln such that the De Morgan reduct of 
the interpretation is thc chain Ó = 0.0 < al < . . .  < an- l  = . i and af = aj = an-j . 
Our problem here is to count the llumber of possiblc functions f..L defined in lemma 
5 . 3 .  We know t;hat they are one-to-one anu IL(ll'1 ) 2 n - j, uut timt is nol an 
we know. By axiom (4) f..L has to bave a symmetry with respect to the midpoint 
of N if n is odd or its midpoints if n is even. Recall that axiom (4) states that 
ai ra) = am_i (ae)e . In this case this means that ai (aj ) = (am-i (an-j) ) '. 
Case ( 1 ) :  This is Theorem 5 .4 ,  2 .  

Case (2) : Both rn anu n are even. 
In this case a� (a!! ) = ( am_ � (a'n ) ) '  = ' ( a!!! (a!!_l ) ) ' , and since a!!-l  < a!!2 '  by 2 2  2 2'  2 2  2 
(L2) , aT (al}_ ¡ ) ::; aT (al} ) .  These two imply that 

aT (alf-1 )  = i and aT (a� )  = Ó .  

The information gathered so  far i s  summarized in  the following chart. 

al a2 am-n 1 a!!! am-l -,- - 2 
ao Ó Ó Ó 
al Ó i 

O, 1!- - l  Ó i 
al!. '? i i 2 

i i i 

? 

an-2 ? ? ? i i i i 
an-l i i i i i i i 

Case (3) : Both m and n are odd. 
Then am:' l  (a=1 ) = ( a!!!.±.!. (a'n- l ) ) ' = ( a!!!.±.!. (a n- l )  ) ' , but by (L2 ) ,  a!!!±! (0.=1) 2 2 2 2 , -2- 2 2 2 2 
a!!!.=l. (a n- l ) , so these two together with (La) imply 2 2 
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Also , if a =1. (a.!!±l )  = 6 ,  by (L4 ) , -a!!.:l-.J. = (J, =-t , a eOlltradict.ion,  so a =1. (a!!±l ) = i .  

:.! :1 :1 2 2 O! 
We summarize this in the following ehart . 

al a2 . . . am-n am-I a� am-1 -, o-

ao 6 Ó Ó Ó 
al Ó i 

an- I  O -::r O 1 1 

? i i i 
i i 1 i 

? 

an-2 ? ? ? i i 1 i 1 
an- 1 1 1 i 1 i i i 1 

Case (4) : rn is odd alld n is evcn. 
Then if Ó = a=1. (a!!. ) = ( q!!!±!(a!!.-d ) " so a!!!.±! (aLd = 1 and thus by (L3 ) ,  , 2 2 2 2 2 2 
amp. (al} ) � ( amp.

'
(al}-d ) = i , and also am;1 (al}-l ) � a";;1 (al} ) = Ó . Putting 

these together, by (L4) , we get al} = al}-b a contradiction . So 

a=.l (a!!.-l )  = Ó = a." !!!.±! (a!!.-l )  . 2 2 2 2 
= 1 = a!!!.±! (a!!. )-. 2 2 

We summarize this in the following chart. 

al a2 . . .  am-n am-I a� -, -, 

ao Ó Ó Ó 
al 6 Ó Ó 

a%- l Ó Ó 
a!!. ? 1 1 2 

i i i 

? 

an,-2 ? ? ? i 1 1 1 
an-1 i i i i i i i 

In the charts aboye we see that 

ai (aj) = { 6 if 1 � j < n/2 and 1 � i � m/2 , 
i if } � n/2 and i � m/2 .  

Ó 
1 

1 
1 

1 

i 
i 

Observe that by axiom (4) , the values of ai (aj)  for j < n/2 and i � (m + 1 ) /2 ,  are 
dctcrmined by those of ai (Uj )  for j ;::: n/2 aud 'í < m/2.  Also , wc rnust takc iuto 
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account (L2 ) ,  (L3 ) and (L4) , which imply that (!;(aj )  must increase both with i and 
with j .  
S o  i n  order t o  find aH possible functions J-I. ,  one 0111y has to determine how many "?" 
one has to replace by O's in the lower left hand side of the charts. 
Assuming l is the number of rows and k is the number of columns, this is the sarue 
as the number of integers less than l which can be expressed as a sum of k positive 
integers, this number is m .  
Conversely, by Theorem 2 .5  any such partition defines an interpretation of .em in 
.en ' So for appropiiate l and k, the number of interpretations equals the number of 
these partitions . Now it is a matter of determining the particular l 's and k 's in each 
of the three cases and the theorein follows . Notice that by (L1) the last Hne in each 
chart is fixed. 

If n = 4 and its De Morgan reduct is the four efement Boolean algebra, then as 
we mentioned before, we have another interpretation if we let for aH x ,  a1

'
(x) = 

a2 (x) = . . .  = cJm-1 (X) = x .  O 
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