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Riesz and Bessel Potentials, the' gk functions and 
an Area Function for the Gaussian Measure 'Y 

Liliana Forzani, R<;>berto Scotto and Wilfredo Urbina * 

Abstract 

We give proofs of results regarding the boundedness of Littlewoocl-Paley-Stein 
functions and Riesz potentials with respect to the Gaussian measure ,. These 
results were first announced by one of the authors in 1998, [19]. 

Dedicated to the memory of Eugene Fabes 

1 Introduction 

Gaul:il:iian Hannonie Analysis is the study of operat0-l's related to the Ornsteiu­

Uhlenbeck differential operator 

1 . L := 2�:Z: - X ·  V';r.. 

It is self-adjoint wIth respect to the Ga)lssian measure d, = e-1x12 dx becoming this 
measure the natural one to study the boundedness (')f those operators. Gaussian 
Harmonic Analysis has been under important development for the lal;t twenty years . 

.. If a = (ab ... ad) E Ng, the Hermite polynomial in ]Rd of degree lal = 1::[=1 ai is 
defined by 

where HcYi (Xi) = (-l )Qie:Z:� !)i (e-:Z:�) . These polynomials are eigeufuIlctioIlS of L 
with eigenvalue -Ial.

· . 

The semigroups al;sociated to L used through out this paper are 

i) The Ornstein-Uhleubeck semigroup {Ttk::o. Tt is defined fOl'Irially by Tt = etL. 
l3ecause HQ arc cigcnfunctions of L we have that 
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. and extended by linearity to all polynomials ill JRd. By using Melher's formula . 

it,can be proved that Tt has integral representation whose kernel is 

1 . le-tx-:ft o (x .y) - .  . .... e- 1-e-t , - (11"(1 _ e-2t))� . . 

E. Nelson in [13] proved that these operators ar.e hypercontractive, i .e .  for 
1 < {J < +00, t:> 0, q(t) = l+e�t(p-l) and f E V(d:y) we have Tt! E Lq(t)(d,),) 
and 

Moreover, he proved that for p > 1, 

1.ITtU-J fd-y) I I � Ce-,
t
llfllp{y· 

PI'Y 

Later, P. Sjogren proved in [16] thatT* f(x) = SUPt>o ITt!(x) 1 is weak type . . 
(1, 1 )  with respect to the Gaussian measure and since the LOO(d')') boundedness' 
is inmediate, the V(d')') boundedness follows from Marcjnkiewecz interpolation 
theorem. 

ii) The Poisson-Hermite semigroup {Pth�o. Pt is written formally as Pt =e-(-L)�t. 
This semigroup can be obtained fro� the Ornstein-Uhlenbeck semigroup by a 
subordination formula

' 
(see [18]) as 

1 l+ooe-u Pt!(x)= r,;; . r;; Tf!J(x)du. 
v1I" 0 VU 4" 

Then it has an integral representation whose kernel is 

1 t2 !e-tx_y!2 d 1 te4"iOg"r l_e-2t T 
!f±.! (' ' .  )3 ( " 2) d . o 211" 2 -log T 2 ·1 - T 2 T 

For every f E Ll(d-y), Pt!(x) turns out to be a smooth function. Taking 
into account the subordination formula for Pt and that T*f(x) is strong type 
(p,p), 1 < p � +00, and weak type (1, 1 ),  the same is true for P*f(x) �. 
SUPt>o 1Pt! (x) I· 

In Section 2 we study the Riesz Potentials associated with ')' . In [5] it is proved that 
they need not .. be weak type (1, 1). They are bounded on V(d')') for 1 < p < 00 . 

. We show that although they do not improve integrability, they satisfy an LP log L 
inequality. Also we will consider the BesseI Potentials for ')'. 
The Littlewood-Paley-Stein theory for the Gaussian measure is a subject still not 
fully developed. One .of the main reasons for studying these Littlewood-Paley func­
tions in the Gaussian context is that in classical Harmonic Analysis they tu):n out 
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to be very useful in the proof of the V boundedness of singular integral operators , 
as well as in the characterization of Hardy spaces. 
In 1994,  C. Gutierrez introduced in [9] the first order Littlewood-Paley-Stein 9 
fUIlction associated with the Gaussian measure as 

( 1 )  

where V = (it ,  Vx) .  He proved the V(d')')-boundedness o f  g l  for 1 < p < 00. As 
for 11 = 1 , R. Sc:ot.t.o i 15] proved later that it satisfies the weak type ( 1 , 1) inequality 
wit.h resped t,o 1 .  

In 1996,  C. Gutierrez , C .  Segovia, and J .  Torrea introduced in [ 10 ]  the higher 
order Littlewood-Paley-Stein functions gk with respect to a time variable t and 
with respect to a space variable x, and proved their V (d')')-boundedness, again for 
l < p < oo as 

(2 )  

(3) 

where Vk = ( a  .�o ) is the gradient operator of order k and the Xfjj Xfjk 1 5,.PrSd,15,.jgc 
norm I . I appearing in the integral of g� corresponds to the Euclidean norm in rh . 
They proved the LP(d')') boundedness of these operators for polynomials and by 
density on V (d')') , for 1 < p < 00. As it happens with the higher order Riesz 
transforms associated with the Gaussian measure (see [3] , [4] ) the case p = 1 turns 
out to be completely different. In Section 3 we prove that the higher 'order gk 's with 
respect to t are weak type ( 1 , 1 )  for all k but the ones with respect to x need not 
be for k > 2. After this Journal accepted the paper for publication we knew of an 
independent proof of part of the results on this section by Sonsoles perez . 
The definition of an Area function for the Gaussian measure is somewhat problem­
atic, due to the lack of a good definition of a cone region in this context. In 1994, 

. L .  Forzani and E. Fabes, see [2] , gave a definition by choosing a pencil type zone 
as a possible Gaussian cor�e. We discuss this definition and its V(d')') continuity 
in Section 4. We must point out that the possibility of finding more suitable cones 
should not be ruled out, and that further research is needed in this area. 

2 Riesz and Bessel Potentials for , 

. Riesz Potentials for the Gaussian measure are defined similarly to the ones in Clasic?l 
Harmonic Analysis as 

[Y = (_L) -O a >  O ·  o " 
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whlch means that we define IJHp = IPia Hp for 113 1 > 0·, and then ext�nd· it " by 
linearity to every polynomial f such that flRd f d"{ = O. In [5] J .  Garcl;:l.-CUerVa, G .  
Mauceri , P .  Sjogren , and J .  Torrea [5] proved that for every Q > 0,  IJ i s  defined for 
every polynomial, has integral representation whose kernel is 

(4) 

(5) 

thus 

(6) 

. 1r-d/2 r 1 e- l!!l-=--::t 1 1 2 dr Na (x, y) = r(a) lo (- log r)a- « 1 _ r2) d/2 - e- Y ) �  
. +00 e-� 2 _ a-1 _ - ly l ( I II_e- t z I2 ) - c., /" t 

(1 -
'-"

)
" ' , e , dt, 

They also prove that they are not weak type ( 1 , 1 ) with respect to the Gaussian 
measure. On the other hand the strong type (p, p) with respect to this measure, for 
1 < p < · 00 , follows either by applying a Multiplier Theorem due to P. · A. Meyer 
[12] or directly from the hypercontractivity of the Ornstein-Uhlenbeck semigroup. 
Moreover we will show that although they do not improve integrability, they satisfy 
an LP log L inequality. 
Let us prove first the V(d"{) boundedlless of the Rics� Potentials IJ . Using the 
integral representation of IJ (4) ,  the hypercontractivity of the semigroup {Tdt>o 
and Minkowsky 's integral inequality we have 

I IIJU) I Ip,-y = C 1 11+00 ta-1Tt (I - J Id"{) dt l lp,'r $ Cl l / l lp,"/ · 
Our next goal is to study if, as in the case of the the Classical Riesz Potentials , they 
are strong type (p, q) with � = � - �. This is not longer true for the Gaussian Rie!:i� 
Potolltials . To see this, for every a >  0 let us split kernel (4) into the suni ·of three 
kernels 

Using Minkowski 's integral inequality and the hypercontractivity for {Ti h>o we get 
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that for q = 1 + (p  - 1 k" > ]J 

I I Id l l q,-y = I lld N� ( - , Y)f (Y)dy l l p,-y 
= C 1 11+00 tQ- 1Tt (f - ! fd1) dt l l (J .-Y 

� C 1+00 tQ- 1 I IT�T� (f - ! fd1) 1 1 1 dt 
a q( 2 ) '-Y 

;5 C 1+00 tQ- 1 I IT� (f - ! fd1) I Ip,-y 
dt 

� � l I f l l p,-y 1+00 tQ- l e- � dt 
.�  Cl lJ l lp,i '  

since q (� )  = 1 + (p - l ) et � 1 + (p - l )ea = q for all t � a and the gaussian measure 
is a finite measure. 
Since I IIRd N� (x, y)f (y)dy l � Cl l f l l p,-y and 1 is finite measure , we have that if f E 
LP (d1) then Id E Lq (d1) for any -q � 1 . 
On the other hand, by taking f = ehy� X{YElRd :Yl � l } and applying steps similar to the 
ones in [3] , we have . 

r Ihf (xWd1(x) � C r foo l' ( 1 - r)0- 1  [1-�' (. r e-� dYI) dr J.R.d 1lRd 1 e-a - r 1'R.d- 1  ( 1 - r2 ) 2 

ehyf dYl l q d'Y(X) 
2:c _ 1 "' 1 _ " �1 1 2  

> C r e:C� r 1 f ( 1 _ 1' ) 0 - 1 e l - r  dr - 1{XERd::Cl � 1 } 1:Cl+1/Xl '  l _r� Y I�X I ( 1 - 1'2 ) 1/2 

e(h- l )Y� dYl r d1(x) 

� C foo xfe(hq- l):C�dxl ' . 1 

, 

Therefore for ]J < q if we take h E ( i ,  � ) ,  f E lJ' (d1) and Iaf � LII ((11) . 
Though the Gaussian Riesz Potentials do not improve integrability, an £P log L(d1) 
inequality can still be obtained . 
As E. Fabes suggested , the inequality 

follows froIll Lemma 3 .8  OIl page 63 proved by L. Gro::;::; ill [7] , [8] which states 

LeIJlma 2 .1  Let (n, J.l) be a ]J'T'Obability measure space. Suppose 1 < p <  00, € > 0 
and q > p. Let s (t) be a real continuously differentiable function on [0 , €) into ( 1 , 00) 
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such that 05 (0) = P and let F(t) be a continuously differentiable function on [0, f) into 
Lq (f.l) with F(O) == v i= O. Then 1 !F l l s(t) is difJerentiable at t = 0 and 

:t I I
F (t) l l s(t)Lo == I lv l l!-P [p-1 s' (0) {! Iv lP log I v ldf.l - I lv l l� log I l v l lp} 

+Re(F' (O) , !F(O) IP- lsgnF(O) ) ] . 

Before proving inequality (7) let us introduce the generalized Poisson-Hcrmite scmi­
group q�' = e-(-L)<> t for a > 0, which is defined on the Hcrmite polynomials as 
q�'HfJ = e- 1fJ1" t HfJ and then extended to all polynomials by linearity. Let f.l't be the 
probability measure defined on [0, +(0) such that its Laplace transform satisfies 

100 e-)..Sf.l� (ds) = e-).."' t 

for 0 < (t < 1 , see [20] . Therefore QZ f(x) = fooo Td (x)f.lZ (ds) .  From Minkowski 's 
integral inequality together with the hypercontractivity of the Ornstein-Uhlcnbeck 
semigroup {Td = {Qn, we get the hypercontractivity of the generalized Poisson­
Hermite sernigroup for 0 < a < 1 .  In order to use Lemma 2 . 1  to prove inequaltty (7) , 
let us set n = lRd , f.l = �. Let f be a non-zero polynomial, such that flR'.d f «"( = O. 
Set 8(t)  = 1 +  (p - l)it , and F(t) = QZ(IJ!),  then 8 (0) = P and F(O) = IJ! i= O . 
From the hypercontractivity of Q't for 0 < et � 1 

I IF (t) l l s (t ) ,.., - 1 !F(O) l lp,.., < 1 
-

1
1 1Pf l l  = 0 t - t O P,'" 

for every t > O . From this inequality and Lemma 2 . 1  as t -t 0+ , we get 

(8) 
0 2: �/t I IF ( t) l l s (t) ,.., l

t=o 
= I I IJf l l!;{'[P- 1 2 (p - 1 ) (ld I IJf lP log I IJf l d"() . 
- 1 I 1�f l l�,.., log 1 I 1�f l lp,..,) + Re (F' (O) , sgn(I�J) 1 1�f IP- I )..,l · 

But F' (O) = - ( - L)OT1.f = - f . Thus, 

ld I 1Jf (x) IP log 11�f (x) I d"( � C( I I 1�f l l�,.., log 1 I 1�f l lp,.., + ( I f I , I 1J� I P- l ).., ) . 

By applying Holder's inequality to the second term of the sum appearing on the 
right hand side of the above inequality and using the V(d"() continuity of 1J , we 
get inequality (7) for 0 < Cl' � 1 .  In order to get inequality (7) for et > 1 ,  we 
write 1J.f (:r) = n(ILd) (x) , and apply inequality (7) to F{ followed by the V(d"() 
boundedness of 1�_l together with the fact that x log+ x is a non-decreasing function 
on (0 , +(0) . 
Also , as in the classical case, Bessel Potentials can be defined formally by 

J� = (I - L) -O , a >  0, 
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and therefore J�H{J = ( 1 + 1
'
{1 1 )" H{J . Clearly JJ is a positive operator. By the P. 

A. Meyer's multiplier theorem [12] we have that JJ are bouuded OIl Y(d"() for 
1 < p < 00 . 
On the other hand, again by P. A. Meyer's multiplier theorem , 

( _L)O (I - Lt 
and (1 - L)o (-L)" 

arc' bounded operators on every LP (d,,() , 1 < p < 00 . These give the relation between 
the Riesz and Bessel Potentials, compare with Stein [ 17] (Lemma. 2, page 133) . 

' �inally, Bessel Potentials can be used to define Soboiev spaces with respect to the 
Gaussian measure, see [20]·. 

3 The higher order gk functions for I 
The main result of this section is the following 

Theorem 3. 1 There exists a constant C, depending on d and k, such that for' every 
f E Ll (d"() and every >. > 0 ,  

(9) 
C 0 

"({x E JR.d : g}f(x) > >.} :::; ; I l f l kp  
whwre go} iH the higher O'f·de',. .cl function (see (2)) and I l f l l ' .7 = J!I!.d I f I (1"(. For' k = 1 
01' k = 2 ,  g� (.�ee (.'1)) al80 sat-isjies this inequality. if k > 2, g� need not satisfiJ (9) . 

Before proving this Theorem let us make the following relllarks : 

1 .  The operator g} can be viewed as a vector-valued singular integral operator, �ee 

[ 17] . Let Al = JR. be the set of real numbers and A2 = L2 ( (0 ,  +(0) , dt/t) the set 
of JR.-valued square integrable functions on (0 , +(0) with respect to the measure 
dt/t . For h E A2 , let. I hb = ut'o I h (tWdt/t ) ' /2 . ,B(A"  A2 ) ,  the set of bounded 

linear transformations from A1 to A2 , can be identified with A:./ . Thus 

where 

g} f (x) = Ip.v . r K}( . , x, Y)f (Y)dy l ' JRd 2 

K}(t, :c ,' y) = tk :t:P(t, X , y) 

1' 1 e - � , dr 
= ( 1  2) 4 <Pk (t , T) �  

o - r  2 r 

11 e - � a (l·T d:; ) = 
0 J a <Pk (t , 8) - Jr, 0 ( 1 - ,,.2) 2 r 0 8 

o tk H ( t ) , 2 
' t l  (t , ) - C 

k+ l  2 (- log r ) I /2 e4ToSi' Wl 1 <Pk , r  - k ' k  1 3 • (- Iog r) -r (:- log rj"2 
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After all illtegration by parts, 

( I rx-Y I 2 ) 1 a 
e-� 

. J':} (t ,  x ,  y) = - r a- , d  Tk (t , 1' )d1' lo l' (1 - 1'2) 2 

11 [ 2 (1'X - y) . (x - 1'y) 1'd 1 _ l rx-12 
= dH - d+2 e l - r  Tk (t, 1' )d1', o ( 1  - 1'2) -r  (1 - 1'2)-r 

t2 
i) Clearly, l ifk (t ,  1') 1 :::; Ct (_el:;;-3/2 , for t > 0 and 0 < l' < l .  l' l d1' 

ii) ifk (t, 1')- = 0, "It > 0, and for all k � l .  
. 0  l' 
This follows from the substitution u = 2� and k - 1 integrations by - og r . 
parts. Indeed , 

3 . Tk ( . , 1' ) E .42 and I Tk ( . ,  1') 1 2 is bounded by a constant independent of 1' . Indeed 

1+00 (lr d;; ) 2 dt 
ITk ( . , 1') I � = ifk (t ,  s ) � � 

o 0 8 t 
l(- log r) I /2 (j,r . ds ) 2 dt = ifk (t ,  s) - -

o 0 s t 

1+00 ( il d8 ) 2 dt 
+ - ifk (t ,  s) - -

(- log r) 1 / 2 r S t 

=;:: (1) + (I 1)  
wlH're i l l  the  iuner integral of ( 1 1 )  w e  use ii) from remark 2 to replace .1;; ifk (t , s )cls /8 
by - ./;,' ifdt ,  s)ds/s. Then we use relllark 2 i) to bouud l ifdt ,  ,<;) 1 ill t. lw iu­
lwr iULegrals of (I) and (Il) . Once this is done we lllake the change of variables 
- log s = (l·v and (1)+ (11) turns out to Ge Gouuded by 

C v 3/2 dv - + dv - , [ [(_ IOg r) l i 2 (!+oo _ ) 2 clt 1+00 (1'� ) 2 dt] 
. 0  - ;'28r t (- log r) l /2 0 t 

which is a constant independent of r. 
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4. Since for f E Ll (d'Y) , Pt! (;x:) turns out to be a smooth function we have 

lV7k Pt! (:I:W = '"' - Pd(:c) 1 Ok 1 2 L.. Ox f3 • • • 0:1: {j J � 13; � d J k 
1 � j � k 

= C L IDapt! (x) 1 2 
lal=k 

5. The operator g� can also be viewed as a vector-valued singular integral op­

erator with Al = JR and A2 be the direct sum of ( k ;' � � 1 ) copies of 
L2 ( (0, +00) ,  dt/t) . 
Let I h l 2 = utXl Llnl=k I ha (t) l

2
dt/t) 1/2 , for h = (ho J  E A2 • Here 8(AJ , A2) can 

also be identified with A2 • Thus 

g�f (x) = jP.v . r K� ( . , x, Y)f (Y}dy j · iw:.d 2 
where K�(t, ;c , y) = (K�a ( t , x, Y) ) lal=k , 

/ 2 k - 2  
with l/k (t , 1' ) = tH l e� , wk (r) = rk- 1 ( ��;n -Y­

(- Iog r) 
6 .  Dy direct computation , one can easily see that 1 1/d . ,  r· ) l u « o,+oo) ,(lt/t) is bounded 

by a constant independent of r. Besides Wl (1· ) is a bounded function on (0 ,  1 ) ,  
and for k 2: 2 ,  wk (r ) :s; Cr o n  the same interval . 

7. Let N = { (:1: , y) E JRd X JRd : Ix - y l :s; d( l /\ I!I ) }  and Nx = {y E .!Rd : (x , y) E 

N} .  
Theorem 3.2 Let (A I , I h )  and (A2 , I 1 2 ) be two sepa'I'U,ble Banach spaces. Let 
T be a bounded linear tmnsforrnation from L� (JRei , AI ) to L� (JRei ,  A2 ) fOT some p, 
1 < ]J < 00 defined as 

T f (x) = p.v . r K(x, y)f (y)dy iw:.d 
wher'e K defined on the set { (x, y) E !Rei X JRei : x -=1= y } takes its val'ues in 8( A I , ih) 
and satisfies that for ever·y constantC[ > 0 the7'e exzsts another constant C2 > 0 
so that whenever I x - y l :s; Cl (1 /\ I!I ) , 
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i) Il\ (x, y) IB :::; Ix�Y ld '  
ii) Jiz-xl2:2Ix-vI IK(z, x) - K(z, y) IB dz :::; C2• 

Let Tto""d(:I:) = T(XN� J) (X) , then for every f E L�(Rd , A I )  and every >. > 0,  
then; c:rists C > 0  such that 

.Proof Let {Bi }�l be a sequence of hyperbolic balls Bi = {x E Rd : Ix - Xi i :::; 
d(1 /\ l / lxj l n  such that ad = U�l Bi and L:�l XB; (x) :::; c V x E Rd , where Bj = (2d + 1 )Bj is such that UXEBj Nx � Br Then 

+00 
.')' { :r; E Rd : ITcocad(x) 12 > >.} :::; L ')'{x E Bj : IT(XNx J) (x) b > >.} j=l 

+00 
:::; L ')' {:r E Bj : IT (XIJ; f) (:r) l :.!  > >./2 } + i=l 

+00 
+ L ')'(:I:j ) I { :r E Bj : IT(XHj \Nx J) (a:) I :.!  > >./2 } 1 

j= 1 
= (I) + (II) 

Tlw proof that (1) is bounded by � �Rd 1 .f (y) 1 1  dry (y) was done in [ 14] , 011 page:; 
G5-67, for the :;calar case. The vector ca:;e follows the :;ame steps with mill or 
changes: at the beginning of the Calder6n-Zygmulld decolllpo:;ition one ha:; to 
replace .f � U by I f l l in order to get the sequence of cubes {Qdk=l such that 

(a) I f (x) l l :::; >. a. e . x � UQk, 
(b) I u Qk l s * J�! I f (x) h dx, } 

and after that one defines 

{ f (x) if x � UQk 
g (x) = 

_1 r f( )d if x E Qk ' and b(x) = f(x) - g(x) , IQk l JQk Y Y 
follows the steps written there, and whenever one finds an absolute value this 
must be changed by 1 . h or 1 . 1 2 , whichever corresponds. The condition on the 
gradient of the kernel is replaced by the Honniinder condition ii) . 
In order to prove that (II) is also bounded by � J�d I f (y) ll d"((y) , let us observe 
that for x E Bj 

. 
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where M is the Hardy-Littlewood Maximal Function. The second inequality 
comes from condition i) and the last one by taking into accollnt that for y E 
B:f \ Nx , we have d( I /\ 1/ l x l ) < Ix - y l :::; (2d + I )d( I /\ I / Ixj l ) ,  and Ix l  rv I :rj l ·  
From the fact that M is weak type ( 1 , 1 ) with respect to Lebesgue measure, we 
have 

where the last inequality was obtained from the fact that the Gaussian density is 
of const.ant order of magnitude over each Bj and that the sequence {Bj }� l has 
bounded overlap. 

8. The following Theorem proved by S .  Perell in [ 14] will be used in the proof of 
Theorem 3 . 1 .  
Theorem 3.3 The opemtors 

( 10)  

where 

and 
( 1 1 )  
where 

T* f (x) = r K* (x, y) f (y )dy , 
JRd ' 

{ e- IY I2 
K* (:r: , y )  = ( IX+I I ) 2 _ � _ I.' - .v l l x+.v l  --y e 2 2 Ix-YI 

T; f (x) = r K; (x, y )  f (y)dy 
J,�d 

if :I; . Y ::; 0 

if x ·  y > 0 

if :1: - y :::; 0 

{ 
K* (:r ,  y)  1\·.� (:r: ,  y) = ( 1 I I I  ) � ( Ix + y l lx - y I ) 2 Ix l�+1�12 + 1 K* (:r ,  y )  if :I: ' y > 0 

aTe weak type ( 1 , 1 )  with respect to the Ga'Ussian mea.mre. 
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Proof of Theorem 3.1.  In order to prove this Theoreril we are going to bound 
each function g!f-f (x) , y1f (x) , and Y�f (;E) by the sum of two which are wpak type 
( I ,  1 )  w i t h  rpHp(�et; to "t. In the end we will give a eOllnt,erexalllpl(� showi llg t .hat. y� 
Ileed not be weak type ( 1 , 1 )  for k > 2 .  
Clearly for C = r, S 

where 

alld 

g�f (x) :::; g�,locad(x) + Y�,globad(x) 

g�,locad (x) = Ip:u . r J{� ( . ,  x ,  Y)f (Y)dy l ' JNx 2 

g�,globad (x) = r 1J{� ( . , x , Y) 1 2  I f (y) 1 dy , J'Ii?d\Nx 

The functions g},globad(x) and g1,globad (x) ca�l be bounded by T* l f l (:c ) .  Indeed, by 
applying Minkowski 's integral inequality to J{} and remark 3, we get 

1J{}( . , X , y) 1 2 :::; cl' 1 DD ( e-�/ ) d�. 
u r (1 - r2 ) 1 

and this last term is bounded by J{* (x, y) as it was done in [ 14] ,  pages 47-49, after 
tlle change of variables t = 1 - r2 . By applying Minkowski 's integral inequality to 
J{1 alld remark 6,  we get 11 I rx - y l I r x-Y 1 2  IKsl ( . X y) 12 < C e - 2( I - r2 ) dr. 

" - ( 2 ) d+3 o 1 - r 2 

The right hand side of this inequality is also bounded by J{* (:c ,  y) , see [ 14] ,  page 39. 
In the same way, g�,globad(x) turns out to be bounded by Tl lf / (x) ;  in fact using 
Minkowski's integral inequality and remark 6 

and t. he right lmud side of this inequali t.y is bounded by l\� (J; ,  y) , see [ 1 4] , page S2 .  
Therefore Y},global ' gl,global ' and g�,global turn out to be weak type ( 1 , 1 )  with respect 
to " via Theorem 3 .3 .  
It H�ltlains to  prove that the local parts of  these operators are also weak type ( 1 ,  1 )  
with respect to "j .  Since these operatorl.i are bounded o n  U(d"j) , 1 < p < 00 ,  sel' 
[ 10] ,  the hypothesis on boundedness of Theorem 3 .2 is satisfied. Therefore the result 
will follow once we check that the kernels of these operators satisfy conditions ( i )  & 
(i i) of Theorem 3 .2 .  Before doing this, let us observe that for y E Nx ) 

a) 1 :1: · (:1: - y) 1 ::; I x l lx  - Y I  :::; C and Ix l "-J I Y I ·  
, _ lrx- Y I 2 _ lc- Y I 2 ( 1 - " ) 1 " 1 2 2" , \." - y )  _ �_ Y I 2  ( 1 _ " ) 1" 12  b) hn· O < .,. < 1, e c ( l - r ) = e c l -r ) e- c e -,-' - ::; Cc c( 1 - r ) c - c • 
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c) 
I rx - y l lx - ry l = Ix - y - K1 - r)x l lx - y + ( 1 - r) y l  

� I x  - Y l2 + ( 1 - r) ( lx l + l y l ) l x  - y l + ( 1 - rr.! lx l l y l  
� C ( lx - Y l2 + ( 1 - r) + ( 1  - r)2 Ix I 2 ) 

Condition (i) of Theorem 3 .2 :  
By applying Minkowski's integral inequality to kernel K} and remark 3, we have 

,k 11 [ I rx - y l lx - ry l 1 1 _ I;"'I-·t I AT( · , x, y) 1 2 � C 4¥ + . ill e ( - ) dr, 
. 0 .(1 - r2) ( 1  - r2 ) 2 

which by (c) , (b ) and the fact that I t lme-t2 � C, the right hand side of thi� inequality 
can be bounded by 

Cl1 [ I X - Y l 2  + ( 1 - r) + ( 1 - r)2 1x 1 2 
o (l - r) 4¥ 

+ e- 2{ I - r ) e- 2 dr 
1 1 1 ",_. 1 2 ( l _ r ) l ", 1 2 

( 1 - r)'¥ 

11 . e -
�K!!!� 

� C 
. ill dr 

o ( 1  - r) 2 
< C . 
- Ix - y id 

By applying Minkowski 's integral inequality to kernel K�, remark 6, the fact that 
Ha is a polynomial aI�d that I t lme-ct2 � C, we get that 

for all k .  

, . I r��1I21 2 kU 
"" 11 1 ( rx - y ) 1 e- I -r IKs ( · , x , y) 1 2 � C L- Ha � 

. 
d+2 dr • 0 1 - r2 ( 1 - r2 ) --r la l=k 

I rc-lI l2 11 e- 4 1 -r)  � C ill dr 
. 0 ( 1 - r) 2 

< C 
- Ix - y id 

Co�dition ( ii) of Theorem 3.2 :  
. In order to verify Hormander's eondition ii) of Theorem 3 .2 ,  it will be enough to 1 8Kk I ' 1 8Kk . I . c ,  check that �(. ,  x, y) 2 and �(. ,  x, y) 2 are bounded by 1�_Yld+l ' To thIS end we 
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use the definition of K} from remark 1 in order to calculate 

V' Kk ' 
r1 { [z (1'x - y) . (x - 1'y) . .  . rd . .  j. 1'x ·- Y 

y yet , x, y) = 2 lo . . (1 - r2 )ll¥ 
- (1 - 1'2) 2¥ 1 - 1' 2  

(x - 1'Y) + r{
. 
1'.x .. . - y) } ..... . -: 1,";'::/ 

- . �  e .  Tk (t, 1') d1', ( 1  - 1'2) 2 . 

and the definition of K�,a from remark 5 together withV' Ha = (2ajHa_ej )']=1 where 

ej = (6ij ) i� I ' in order to get . 

oK�,a . . _ 11 . " . " . . [" aj . ( 1'x - Y ) -!'l-.. . (t , x, y) - C r]k(t, 1')w(1') vT="?IHa-ej � vY) 0 " "  1 - l' 1 - l' 

1'Xj -" Yj ( ne - y )."] e - lrt:rV/ 
+ 2 Ha Jf="r2 d+2 d1', 1 - 1'  1 -'- 1'2 ( 1 - 1'2) 2 

for all j = 1 ,  . . .  , d . 
Thus, by applying Minkowski's integral inequality, remark. 3 , (b) , Ix - 1'Y I ::; c l1'x -
Y I + c ( l  - r) lx l , (c}, and the fact that I t lffie-ct2 ::; C we have - . 

I OK} ( . x ) 1  < C rl { [ lx - 1'Y llx - 1'Y I + 1 " ".] trx - y l + ( l - r) lx l  }" . 
oYj 

, , Y 
2 --'- lo ( 1 - 1'2) ll¥ (1 - 1'2) 2¥ 1 � 1'2 ( 1 - 1'2) ll¥  

and similarly 

Irx-v l; � I x-y l2 
e - 4(I-r e- 4 · e - 4(I-r)  d1' 

C 11 [ IX - Y 12 + (1 - 1') +. (1 - r)2 1x 12 1 j _ (l-rJ1rI2 < " " ill + 4H e - o · (1 - 1'2) 2 (1 - 1'2) 2 
� e- 4(I-r) d1' 11 

e- Ii1���� ::; C ill. d1' 
0 ( 1 - 1') 2 

< C 
- Ix _ yld+l' 

IXiY I 2  oK� 11 e- 4( -r) C �(., x, y) ::; C . " . " d+3 ::; I · l d+1 · UYj 2 0 ( 1 - 1') 2'""" x - y  

According to Theorem 3.2, the op�rators g},local and g�,local turn out to be weak 
type ( 1 , 1 ) with respect to 'Y for all k .  
To see that g� for k > 2 need. not satisfy the weak type ( 1 ,  1) inequality, we refer to 
[4 J  where it is shown that the higher order lliesz transforms need not be weak type 
( 1 ,  1 ) with respect to 'Y if their order is greater than 2. There they take y E ]Rd such 
that I Y I is large and Yi � ¥, i = 1 , . . .  , d, and c > 0 so that Ha U�;�;2) > clyjla l . 
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Then they define J = {�� + v :  � ly l < � < � Iy l , '/} J.. y ,  I v l < I } .  For kt l = k and 

x E J  

2 ( [+00 .  2 2 dt ) 1/2 g�(<5yeIY I ) (x) � io le tk+le-ct I y l k- le{ 1 2T 
� e ly l k- le{2 
� e Iy l k-le( ¥)2 

Let us assume that g� is weak type ( 1 , 1 )  with respect to "(. Then 
, (W) 2  

"((J) � "({x E lRd : g� (J) (x) > c Iy ! k- l e 2 } 
� C1yrk+1e-(¥)2 ,  

bl,lt "((J) '" e-(¥ )2 Iy l _ l j  therefore k � 2. 

4 An Area Function for r 
We define an Area J:tunction S'Yi as 

( 12) 

wh�re f""( (x) = { (y , t) E lR�+1 : I y  - x l < t /\ I!I /\ I} is a Gaussian cone. 
(x /\ y = mill {x, y} and x V y = max{x, y}) . 

The main result of this section is 
Theorem 4.1 Suppose that f is a smooth function. Then 
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'I) Ther'e exists a constant C such that for every x E lRd ,  

(1 3) 

ii) If 1 <: P < 00, then there exists a constant Ap such that 

( 14) 

To prove the above Theorem we basically follow the steps given by E. Stein in 
[ 1 7] ,  pages 86-94. In order to apply those steps we need to use some results about 
boundedness of an associated maximal operator, certain mean value inequalities 

. .  which are interesting by themselves, and some inequalities proved by C. Gutierrez 
in [9J , . 
In 1994 L .  Forzani and E. Fabes [2] defined the non-tangential maximal function for 
the Poisson-Hermite semigroup as 

( 15) P* f(x) = sup IPd(Y) I "  
(y,tjEl'1 (xl 

and proved 

Theorem 4.2 i) There exists a constant C, depending only on. d, such that for 
ever'y J E Ll  (d'Y) and every >. > 0 ,  the following ineq'uality holds 

C 'Y{y E lRd : P* f(x) > >.} S A I l f l lt ,,), 

'Ii) There exists a constant C, depending only on d and PI such that if J E U(d'Y) 
for' 1 < P S 00 , then 

' 

. ( 16) 

Lemma 4 . 1  Let us consider the operators 

( 17) 

If 'U satisfies Li u = 0 or L2u � 0 th.en 

i) (Mean Value inequality) 

( 18) C l ' 
lu (x, t} 1  s IB( ( ) ) 1  

l u{y, s) ldy ds, 
x ,  t , r B((x, tj,rl 

for' T S t 1\ l!l 1\ 1 . 
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ii) 1J ·u 2: lJ in 1J( (:r ,  ') , 2 , .) then 

( If)  u (z ,  l ) � I B ( (-
1

) ) 1  r 'U(y ,  s)dy ds, x, t , r J B{(x,t),r) 

Jor' any (z , l )  E B ( ( :r , t) , r) , with r :S;  t 1\ I!I I\ l .  

iii) (Haf'nack inequality) There exists a constant C > 0 such that iJ 'U 2: 0 on 
B( (:1:, t ) ,  21' ) 
(20) . 

fU1" '/' < t. 1\ -'- 1\ l .  J '  - Ixl 

sup u :S;  C inf 'U 
B{ {x ,t) ,r) B({:c,I. ) ,r) 

Suppose we have proved these propositions. Then we have 
Proof of Theorem 4. 1 .  
i )  The components o f  'Vu (y , t )  = 'V Pt/(y) (for f smooth enough) arc solutions of 
L2 'u = O. Then , applying the Mean Value Inequali ty (Lclllma 4. 1 ,  ( 18» in the 
definition of !J� (J) we get ,  after using Schwarz inequality, 

Since B( (:1: , t ) , t l\ l�' I I\ 1 )  C r7 (x) , and if (y, s) E B( (x, t) , tl\ l!l l\ l ) ,  I s - t l  < tl\ l!.1 1\ 1 ,  
we have 

(y1.n'2( :l: ) :s; C r l'Vu(y, sW r t ( t-d- I V 1 :r: I '1+ 1 V l )dtdyds Jr\ (xj Jls-t l <s"rxrAl 
:s; C r l'VIL( :lJ , SWs(S-d V Ix l d V l ) dsdy 

JI\ (x) 
= CS� (J) (x) ; 

as we wanted tu prove. 
ii) To prove t.he lJ' inequality we consider two cases 
1 )  ]J 2: 2. Let .�) he a posit.ive function in lR.d • Interchanging iutegrals in the dcfinitiou 
of the area function and t.aking into account that 'Y (B(:1:, t 1\ I�I I\ 1 » f'V (td 1\ I :I: I-d 1\ 
1 )c- lx I 2 ,  we have 

r s..rCf) '2 ( .r )4{r)d, ( :r) Jutd 
:s; c r 100 t l 'Vu(y, tW ( ( 

1 
1 /. �! ( :I: )d, (x)dtd'Y (Y) .f1R.i 0 , B y, t l\  iYT 1\ 1 » . lJ (y,l" r:i A l )  

:s C .I�'I CIJ� (f) (y)?AIrt/) (y)d,(y) , 
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where AIr is the truncated maximal function 

( 2 1 )  
1 j' 

AIrf(Y) = sup (BC , , ) )  I f (z) l d,(z) , 
rE (O,�/'\l l  ' y, r lJ(y,r) 

which is known to be strong type (p, p) for p > 1 and weak type ( 1 , 1 ) with respect 
to the Gaussian measure , (see [1 1] ) .  If we apply the LP (d,)-boundedness of 911 
(see [9] ) ill the last inequality we get ( 14) for P 2 2 .  
2)  1 < P < 2 .  If f is  smooth enough and positive we can use that L I  (Ptf)P = 
Cp (Ptf)P-'2 IV''lL 1 2  to have 

(22)  
where P* .f (:r) is the non-tangential maximal funct ion asociated with the Poisson-
Henuite sernigroup ( 15 ) ,  and 

. 

I* (x) = r tL1 (Pd(y) )p (rd V Ix ld V l )dydt . Jr.., (x) 
C. Guti(�rrez proved ill [9] that 

('X> r tL1 (Pt! (y) )Pdtd, � r InPd,,/ Jo I�d JllI!.d 
therefore 

(23)  r I* (:1: ) (1J (:r: ) � C ro r t L 1 (Ptf )P r (t-d V I :r l d V l ) (1:r dtdy .J IW.d J 0 IM.d J lJ(y,c( t/\ T� t d »  

(24) � C r I f lP d,,/. JllI!.d 
Now , let us prove ( 14) for this case. From inequality (22 ) ,  Holder's inequality with 
exponents l'  = � and its conjugate, inequality (23) , and Theorem 4 .2 (i'i) , we get 

r 1 S'-y (J) (x) IPd,,/(x) � C r (P' f(x') ) (2-r I* (x) � d,,/(x) JllI!.d JRd 

� C (ld (P' f (:C) )Pd"/ (X)) � (ld I* (X) (h(X)) p/'2 

� C r I f (x) lPd"/(x) .  
JRd 

Proof of Theorem 4.2. 
I t. is euough to prove the weak type ( 1 , 1 )  of P' since the Loo bouncleciu('ss is i l l l­
l l Ied iate, and by applying Marcinkiewicz Interpolation Theorelll we get ( lG )  for 

1 < p < 00. To prove the weak type ( 1 , 1 ) ,  it suffices to consider .f 2 O .  Let us note 
that for all (y , t) E f-y (x) ,  (y ,  t) E B ( (x , t) , t /\ I!I /\ 1 ) ;  thus from (20) in Lemma 4 . 1  
we have . 

u(y , t)  � Ou(x, t) .  
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Therefore , P* I {:r ) S; C : 'Ujl,>o pt/ (x) = P* f (x) , and t.hiH laHt  lllaximal fUllctioll iH 
weak type ( 1 , 1 )  with WHpect to the Gaussian measure (see Section 1 ) .  
Proof o f  Lemma 4.1 .  
Let us  prove it for u solution of  Ll u = 0;  the case for L2u = 0 is analogous. For 
each (xo , to ) E lR.�+I ,  1 :.1:0 1  > 1 , set B = B( (xo , to ) , Ix1o l ) '  Let us define o n  B the 
transforulatioll 

1 , x = Xo + r;;;;Tx , 
1 , 

t = to + Ixo I
t . 

Then (:.I: , t) E B if and only if (x' , t' )  E B( (O , 0) , 1 ) .  Now, let us defille the function 

" ( 1 ,  1 ') U (x , t ) = u xo +  Ixo l
x , to + Ixo l

t on B( (O , 0) , 1 ) . 

The function U satisfies the equation 

1 ( 1 ' ) 
D.x' t' U - 2 -1 -' I Xo + -I -I X "Vx, U = 0. , Xo Xo ' 

Since (x' , t' ) E B( (O , O) , I )  then 1;01 (xo +  l;o I X' ) is bounded by a constant . From 
the Classical Mean Value Inequality ( [6] page 244) for elliptic differelltial operators 
with bounded first order coefficients, we have 

' 

for all s S; 1 .  

C j' ' "  , I U (O ,  0) I S; .n+ !  I U (:J.: , t ) l li:.l: £it 
to B((O,O),s) 

Now, by the definition of U, the last inequality can he rewritten as 

C j I ( 1 ,  1 ' ) I ' , 1 '11 ( :1:0 , to ) 1 S; -:dT '11 Xo + -I " 1 :1: , to + -I ' -I t dx lit 
to + U( (O,O) ,s) Xo Xo 
C I :J.:o l d+ 1 1 = L 1 l u (x, t) icLI:dt. 

1;' + , B( (xo ,yo) , 1:0 1 ) 
Hence, in order to ohtaill inequality (18) , if to < 1;01 ' take s = l:.c:o l to and if to > I x1o l ' 
s = 1 .  If 1 :1:0 I :::; 1 we can apply to u the Classical Mean Value Inequality in the hall 
B ( (xo , to ) ,  1 ) .  

To prove ( 19) and (20) we use, as before, the results kuown for classical positive 
solutions, see [6] pages 244-250. 

, References 

[1] Fabes, E . ,  Guticrrell , C .  & Scotto, R. Weak type estimates for the Riesz tmns­
forms associated with the Gaussian measure, Rev.  Mat. iberoamcricana 10 ,  
( 1 994) , 229-281 .  



36 L. Forzani, R. Scotto, and W. Urbina 

[2] For:talli , L. unpublished manuscript ( 1994) . 

[3] For:tani , L. & Scotto, R. The higher order Riesz Transforins for the Gaussian 
measure need not be weak type (1 , 1) .  Studia Mathematica, 131 (3) (1998) . 

[4] Garda-Cuerva J . ,  Mauceri G . ,  Sjogrcll p� , and Torrca .1 . ,  Higher' order Riesz 
opem,tors for' the Ornstein- Uhlenbeck semigroup, to appear in Potentiill Analy­
sis . 

[5] Garcia-Cuerva J . ,  Mauceri G . ,  Sjogren P. , and Torrea J . ,  Spectral Miltipliers 
for the Ornstein- Uhlenbeck semigr09),p, preprint . 

[6] Gilbarg , D. ,  Tru,dinger, N.S. Elliptic Partial Differential Equations of Second 
Or·der. Springer-Verlag, second edition, 1983. 

[7] Gross , L. Logarithmic Sobolev Inequalities. Amer. J. Math. 97 ( 1976) 1061- 1083. 

[8] Gross , L.  Logarithmic Sobolev Inequalities and Contmctivity Properties of Semi­
, groups. Lec. Notes in Math. 1593 ( 1993) Springer Verlag 54-88 .  

[9] Gutierrez , C. On the Riesz transforms for the Ga'ussian measure. J .  FUIlc . Aual. 
1 20 ( 1 )  ( 1 994) 107-134. 

[10] Gutierrez , C. ,  Segovia, C.  & Torrea , J .  L .  On higher Riesz transforms for the 
Gaussian measure. J. Fourier Anal . Appl. Vol 2 #6 ( 1996) 583-596. 

[ 1 1] Gutierrez , C., Urbina, W. Estimates for the maximal operator of the Ornstein­
Uhlenbeck semigroup. Proc. Amer. Math. Soc. 1 13,  199 1 , 99- 104. 

[1 2] Meyer , P, A. Demostration probabiliste de certains inequalites de Littlewood­
Paley. Lectures Notes in Math 5 1 1  ( 1976) Springer-Verlag 125- 183 . . 

[ 13] Nelson, E .  The free Markoff field. Jour. Funct. Anal . 12  ( 1973) 2 11..;227. 

[ 14] Perez Gomez , S .  Estimaciones puntuales y en norma para operadores rela­
cionados con el semigrupo de Ornstein- Uhlenbeck. PhD. thesis, Univcrsidad 
Autonoma de Madrid, 1996. 

[ 15] Scotto, R. Weak type estimates for Singular Integml operators associated w'ith 
the Ornstein- Uhlenbeck process. PhD. Thesis, University of Minnesota, 1993. 

[ 16] . Sjogren, P. On the maximal function for the Mehler kernel. Lectures Notes in 
Math Q92 . Springer-Verlag ( 1983) 73-82 . 

[ 17] Stein, E. Singular Integrals and differenciability prope'rties of functions. Prince­
ton Univ. Press . Princeton ( 1970) . 

[ 18] Stein , E .  Topics in Harmonic Analysis related to the Littlewood-Paley Theory. 
Princeton Univ. Press. Princeton ( 1970) . 

[ 19] Urbilla, W. Analisis Armonico Gaussiano: una vision panoramica, Ulliversidad 
Central de Venezuela, School of Mathematics, Caracas, June 1998 . 



Riesz and Bessel Potentials and the Littlewood-Paley functions 37 

[20] Watanabe, S .  Lect11re on Stochastic Differential Equations and Malliavin Cal­
culus. Tata Institute. Springer Verlag (1984) . 

Liliana Forzani - Departamento de Matematicas, Universidad NacioIial del Litoral 
and IMAL-CONICET. Santa Fe 3000 Argentina. e-mail:lforzal}i@intec .unl.edu .ar 

Roberto Scotto - Departamento de Matematicas, Universidad Nacional del Litoral . 
Santa Fe 3000 Argentina. e-mail :scotto@math.unl.edu.ar 

Wilfredo Urbina - Escuela de Matematicas, Facultad de Ciencias UCV. Apt . 47195 
Los Chaguaramos, Caracas 1041-A Venezuela. e-mail :wurbilla@euler.ciells.ucv.ve 

Recibido 

Aceptado 

3 de Abril de 2000 
22 de Setiembre de 2000 


