
REVISTA DE LA 
UNION MATEMATICA ARGENTINA 
Volumen 42, Numero 2, 2001, Paginas 71-79 

THE DISJUNCTIVE PROCEDURE AND THE 
MATCHING PROBLEM 

N. Aguilera* G. Nasinit M. Escalante:!: 

10th October 2002 

Abstract 

In this paper we study the polytope generated by an application of the 
Disjunctive Operator on the linear relaxation of the matching polytope. We 
find a characterization of all the valid inequalities that ,allows us to give an 
alternative proof of the well-known result of the integrality of the matching 
polytope on bipartite graphs. 

1 INTRODUCTION 

71 

A Combinatorial Optimization Problem can be formulated as finding the maximum 
(or minimum) of a linear function on a subset Ko of {a, l}n. Clearly, optirriizing such 
a function over Ko is equivalent to do so on its convex hull, conv(Ko). Although in 
many problems Ko can be described as 

Ko = {x E {a, l}n : Ax :::; b} (1) 

where A is an m x n real matrix and b E ]Rm, in general, it is not easy to find a 
description of conv(Ko) in terms of linear inequalities. 
A linear relaxation of Ko is any polyhedron K such that K n {a, l}n = Ko. If Ko is 
defined as in (1) then 

K = {x E ]Rn : ° :::; x :::; 1 ; Ax:::; b} = {x E ]Rn : Ax :::; b} 

is called the original linear relaxation. 
Given a linear relaxation Q of Ko, there exists a wide variety of tightening procedures 
that find, at every step, a tighter relaxation of Q, in order to arrive to conv(Ko) 
after a finite number of applications. 
In this paper we particularly work on the Disjunctive Procedure, developed by Balas, 
Ceria and Cornuejols in [2]. The Disjunctive Procedure can be described as follows: 
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Let K = {x E ]Rn : Ax :::; b} be _a line~r relaxation of Ko. For fixed j, 1 :::; j :::; n, 
every inequality in the system Ax ~ b is multiplied by Xj and 1 - Xj, obtaining 
a system of, in general, nonlinear inequalities. Then, x; is replaced by Xj and the 
products XiXj, Jor i i= j, by new variables Yi, obtaining a new system of linear 
inequalities in the variables x and y. The polytope defined by this system of linear 
inequalities is denoted by, Mj(K). Finally, the polyhedron Pj(K) is obtained by 
projecting back Mj(K) onto the x-space, by eliminating the Y variables. 
The following result, proved in [1], gives an alternative definition for P;: 

Theorem 1.1 For any j, Pj(K) = conv{x E K : Xj E {O, I}}. In particular, 
conv(Ko) C Pj(K) C K. . 

Defining, for {il, ... ik} C {l, ... ,n}, 

the following lemma characterizes· the Disjunctive Procedure as a sequential tight­
ening procedure. 

Lemma 1.2 For a polyhedron K C [0, l]n the following assertions are true: 

1. Pi! ... ik(K) = conv{x E K : Xj E {O, l} for any j E {iI, ... , ik}} 

2. P1...n(K) = conv(Ko). 

Integer polyhedra can be described in terms of the Disjunctive Procedure by the 
following lemma 

Lemma 1.3 K = conv(Ko) if and only if Pj(K) = K for any j E {I, ... , n}. 

Therefore, K is an integral polyhedron if and only if for all j E {I, ... , n} every valid 
inequality of Pj(K) is also valid for Ko. In general, to obtain explicitly the whole set 
of valid inequalities for Pj(K) is an exponential task. Nevertheless, in some cases, 
it is possible to characterize these inequalities in terms of the particular structure 
of the problem. We will study the matching polytope, following Ceria in his work 
upon the stable set polytope [2]. 

1.1 THE MATCHING PROBLEM 

Let G = (V, E) a graph with n nodes. We denote by [i, j] the edge in E with extreme 
points i and j for i, j E V. Given a subset U of V, E(U) will denote the set of edges 
of G with both extreme points in U. If U C V is such that Un U = 0 then (U : U) 
will denote the set of all the edges with one node in U and the other one in U. For 
each node i E V we define the following set of nodes 

f(i) = {j E V : [i,j]E E}. 

Definition 1.4 Given the graph G = (V, E) a matching is a subset of edges M such 
that in the induced subgraph G(M) = (V, M) each node has at most degree 1. 
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The set of all the matchings in G can be characterized by 

Ko(G) = {x E {O, 1}IEI: L Xij ~ 1, for all i E V} = {x E {O, 1}IEI : Dx ~ I}. 
jer(i) 

where D is the node-edge incidence matrix of G. Let 

K(G) = {x E ]R~I : Dx ~ I}. (2) 

In general, K (G) it is not an integral polyhedron. In particular, if G contains an 
odd cycle C C E, the point r E ]RIEl defined as 1/2 over C and 0 in any other case, 
belongs to K(G). It is easy to prove that if x E Ko(G), 

llCIJ "'" x .. < -~ '3 - 2 . 
[i,j]eC 

(3) 

therefore, r tJ. conv(Ko(G)). 
That means that if G is not bipartite, K(G) is not an integral polyhedron. The 

converse is also true, it can be obtained as a corollary of the following strong result 
due to Edmonds [3] which gives a description by linear inequalities of conv(Ko(G)). 

Theorem 1.5 The convex hull of the matchings in G is given by 

L: Xij ~ 1 for all i E V, 
jer(i) 

L Xij ~ ll~1 J for all U C V such that lUI? 3 odd, 
[i,j]eE(U) 

x E ]R~I. 

Another way of proving the integrality of K (G) in a bipartite graph, is a consequence 
of the total unimodularity of the matrix D. In this work, we present an alternative 
proof, independent form the ones already mentioned, that uses the characterization 
of the valid inequalities of Pj (K(G)). 

2 THE DISJUNCTIVE PROCEDURE AND 
THE MATCHING POLYTOPE 

Let G = (V, E) and K(G) be the linear relaxation of the matching polytope given 
by (2). Our purpose is to find a description of the whole set of the valid inequalities 
for p[r.s](K(G)), where P[r,sl denotes the Disjunctive Operator related to the edge 
[r,s] E E. 
After eliminating redundancies, M[r.sl(K(G)) is given by the following system of 
linear inequalities 

I: Xij + x rs - 1 ~ 
jer(i) 

O~ 

I: Xij 
jer(i) 

I: Yij 
jer'(i) 

Yij 

~ 1 

< x .. 
- '3 

i E V, 

iEV'=V\{r,s}, 

[i,j] E E' = E \ {[r, s]}, 
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where fl(i) = r(i) \ {r, s} for every i E V. 
Therefore, given x E K(G), x E P[r,sl(K(G)) if and only if there exists Y E ]RIE'I 
such that 

2: Xij + Xrs - 1 ~ 
jEr(i) 

2: Yij 
jEF(i) 

Yij 

or, equivalently, if and only if the system 

2: Yij + Zi 
jEr'(i) 

= Xrs 

< x·· - 'J 

for i E V', 

for [i,j] EE', 

for i E V', 

° ~ Yij ° ~ Zi 

~ Xij 
~ 1- 2: Xij 

jEr(i) 

for [i,j] E E" = E(V/), 
for i E V'. 

is feasible. 
By Farkas' lemma, the system (4) has a solution if and only if the system 

-(Ui + Uj) + Vij > 0, for [i,j] E E", 
-Ui + Wi > 0, for i E V', 

- LUiXrs + L XijVij + L wi(l - L Xij) < 0, 
iEV' [i,jIEE' iEV' jEr(i) 

V,W > 0, 

is unfeasible. 
Rewriting (5) as 

max(O, Ui + Uj) < Vij for [i,j] E E", 
max(O, Ui) < Wi for i E V', 

- LUiXrs + L XijVij + L wi(l- L Xij) < 0, 
iEV' [i,jIEE' iEV' jEr(i) 

(4) 

(5) 

it is easy to prove that (5) is unfeasible if and only if there is no U E ]RIV'I such that 

- L UiXrs + L Xij max(O, Ui + Uj) + L max(O, ui)(l - L Xij) < 0. 
iEV' [i,jIEE" iEV' jEr(i) 

In other words, given x E K(G), x E P[r,sl(K(G)) if and only if, for every U E ]RIV'I, 

L UiXrs - L max(O, Ui + Uj)Xij + L L max(O, Ui)Xij ~ L max(O, Ui) 
iEV' [i,jIEE" iEV' jEr(i) iEV' 

or, equivalently, if for every U E ]RIV'I, 

L UiXrs - L (Ui + Uj)Xij + L L UiXij·~ LUi. (6) 
iEV' [i,jIEE",u'+Uj>O iEV',u.>OjEr(i) iEV',u.>O 
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Let us observe that for every U E lRIV'I, we have a natural partition of V' given by 

P = {i E V' : Ui > O} and P = V' \ P = {i E V' : Ui ~ O}. 

For all the nodes i E P, redefine Ui as -Ui in (6) to obtain 

+ 2: UiXij + 2: UiXij + 2: UiXis + 2: UiXir ~ 2: Ui 
[i,j)E(P:P) [i,j)EE(P) iEpnr(s) iEpnr(r) iEP 

or equivalently 

+ 2: min(ui' Uj)Xij ~ 2: Ui· 
[i,j)E(P:P) iEP 

Therefore, we have proved the following theorem 

Theorem 2.1 Let D denote the node-edge incidence matrix of a graph G = (V, E) .. 
Let K(G) = {x E lR~1 : Dx ~ I}. If [r,s] E E and V' = V \ {r,s} then x E 
P[r,s)(K(G)) if and only if x E K(G) and 

dxrs + 2: UiXis + 2: UiXir + 2: min(ui' Uj)Xij ~ 2: Ui (7) 
iEpnr(s) iEpnr(r) [i,j)E(P:P) iEP 

!V'I -for every P C V' and U E lR+ I where P = V' \ P and d = E Ui - E Uj. 
iEP jEP 

Let us analyze the inequalities described in the previous theorem, with the purpose 
of eliminating redundancies. 

Remark 2.2 Given P C V' and U E lRf" such that d ~ 0, the inequality (7) 
associated to P and U is dominated by 

L UiXis + 2: UiXir + 2: UiXij ~ 2: Ui 
iEpnr(s) iEPnr(r) [i,j)E(P:P) iEP 

which is a non-negative linear combination of the inequalities that define K(G). 
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Remark 2.3 Let iE V', P = {i} and U given by 

Uk = {01 if k = i 
if k '" i 

If Uj = {i, r, s} then the inequality (7) is 

L Xkl::; l. 
[k,I]EE(U;} 

(8) 

IV'I -Remark 2.4 Let P C V' and U E lR.+ such that Uj = 0 for every j E P, then the 
inequality (7) becomes 

L UjXrs + L UjXjs + L UjXjr::; L Uj 
iEP jEPnr(s} iEpnr(r} iEP 

or 

LUi L Xkl::; LUi 
iEP [k,I]EE(U;} iEP 

which is a non-negative linear combination of the inequalities (8). 

Taking into account Remarks 2.2, 2.3 and 2.4, in the description of p[r,s](K(G)) we 
need to consider the inequalities defining K(G), the ones of the form (8), and the 
inequalities (7) such that d> 0 and E Uj > O. 

iEt> 
We close this section by proving that the odd cycle inequalities (3) containing the 
edge [r, s], are valid for P[r,s](K(G)). . 

Lemma 2.5 Let G = (V, E), [r, s] E E and C an odd cycle in G such that [r, s] E C 
and ICI ~ 5. Then 

~ x·· < llCIJ L.,; '3 - 2 
[i,j]EC 

is a valid inequality for p[r,s] (K (G)). 

Proof. 
If V(C) is the set of nodes in C, let us color the nodes in V'(C) = V(C) \ {r,s}. 
Suppose that we begin with the node next to r in C (different form s) in red, and 
we color alternatively, in blue and red until the one next to s (different form r). If 

P denotes the set of all the red nodes, then IPI = l1%1 J . 
Let us define U E lR.Z"'1 such that 

if i E V'(C), 
in any other case. (9) 
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The valid inequality (7) for l1r,sj(K(G)) related to P and.v. becomes 

Xis + :E Xis + L Xir+' L Xij -::; ll~IJ 
iEpnr(s) iEpnr(r) [i,jjE(P:P) 

which is clearly stronger than 

llCIJ '" x·, < -L.J '3 - 2 . 
[i,jjEE(C) 

• 
3 MATCHING ON BIPARTITE GRAPHS AND 

THE DISJUNCTIVE PROCEDURE 

In Section 1 we have mentioned some well-known proofs of the integrality of K(G) 
when G is a bipartite graph. In this section we give an alternative proof of this 
result using Theorem 2.1. . 

Theorem 3.1 If G is a bipartite graph thenK(G) = conv (Ko(G)). : 

Proof. 
Let G = (V, E) be a bipartite graph. If IVI ~ 3 then the proof is obvious. Therefore 
we prove the general result by induction on IVI. Let us suppose that for every 
bipartite graph G with IVI ~ k, K(G) = conv (Ko(G)}. 
Let G be a bipartite graph such that V = Vl U V2 with Vi n V2 = 0, E C Vl X V2 

and IVI = k + 1 ~ 4. We will prove that every [r, s] E E, any valid inequality for 
p[r,sj(K(G)) is also valid for K(G}. . 
From now on we make use of the notation introduced in the previous section. Let 
[r,s] E E with r E Vi and s E \12. 
It is clear that if G is bipartite, the inequalities (8) can be obtained as a linear 
non-negative combination of the inequalities defining K(G). Therefore we only need 
to prove that for eve~y P c V' and U E 1R~'1 such that d > 0 and E Uj > 0, 

jEP 

dxrs + L UiXis + L UiXir + L min(ui' Uj)Xij -::; LUi, (10) 
iEpnr(s) iEPnr(r) [i,jjE(P:P) iEP 

is a valid inequality for K (G). 
Let us consider first P = Vi \ {r} and? = V2 \ {s}, where (10) takes the form 

dxrs + L UiXis + L min(ui' Uj)Xij -::; LUi. (11) 
iEP [i,jjE(P:P) iEP 

Let us observe that if X E K(G) and 

L(Ui - d)Xis + L min(ui' Uj)Xij ~ L Uj 
iEP [i,jjE(P:P) jEP 
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then x satisfies (ll)because 

dXr~ + L UiXis+ L min( Ui, Uj )Xij 

iEP' . [i,j]e(P:P) 

$ d(l- LXiS) + L UiXis + L min(ui,uj)xij 
ieP ieP [i,j]e(P:P) . 

= d + L(Ui - d)Xis + L min(ui, Uj)Xij 

ieP . [i;j]e(P:P) 

$ d+ LUj = LUi. 
jeP ieP 

Therefore, it is enough to prove that for every x E K(G), . 

L(Ui-d):1;iS+ L min(ui,uj)Xij$LUj. (12) 
ieP [id]e(P:P) jeP 

Let us consider G = (V, B) the subgraph of G induced by V = V \ {r}. Clearly, 

if x E K(G), defining x E JRIEI such that Xij = Xij for all [i,j] E E, we have 
that x E K(G). Since the variables with positive coefficients in (12) are variables 

associated to arcs in °B, and G is a bipartite graph with IVI = k, by ind~cti~e 
hypothesis it is enough to prove (12) for every x E K(G) such that x E {a, l}IEI. 

Let x E K(G) n {a, 1}IE!. 0 

• If Xis = a for all i E P then 

L(Ui - d)Xis + L min(ui, Uj)Xij 

ieP [i,j]e(P:P) 

= L min(ui, Uj)Xij 

[i,j]e(P:P) 

$ L Uj LXij $ L Uj. 
jeF ieP jeP 

• If Xks = 1 for some k E P, then Xis = a for every i E P \ {k}and Xkj = a for 
every j E P. Therefore 

L(Ui - d)Xis + L min(ui, Uj)Xij 

ieP [i,j]e(P:P) 

= Uk - d + L L min(ui, Uj)Xij 

ieP\{k} jeP 

$ Uk - d + L Ui L Xij 
ieP\{k} jeP 

$ LUi-d=LUj. 

ieP jeP 
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In this way we have proved that for P = ~ \ {r}, (7) is a valid inequality for K(G), 
for any U E lR~'I. 

- IV'I Now, suppose that P is any subset of V', P = V' \ P and U E lR+ . 
Let us define 

Moreover, let us consider u' and u" given by 

{ 
Ui ifiEP1 U.P2 

u~ = 0 in any other case in any other case 

i,From the previous case, if pI = V1 \ {r} the inequalities (10) associated to pI, u' 
and u", are valid for K(G) and they can be written as 

and 

Clearly, the sum of (13) and (14) gives 

dxrs + L UiXis + L UiXir + L min(ui' Uj)Xij ::; LUi, 

iePI ieilz [i,jje(P:P) ieP 

a valid inequality for K(G) .• 
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